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ABSTRACT

This report presents the results of a study

program to: (I) develop a method to determine

and evaluate future requirements for operators

in the real time command/control loop during

unmanned spaceflight operations from the facilities

of the Jet Propulsion Laboratory, and (2) derive a

conceptual design configuration of equipment and

operations which satisfies these requirements.

This study was performed by Serendipity Associates,

Chatsworth, California, for the Jet Propulsion

Laboratory of the California Institute of Technology,

under JPL Contract 951313. Results of the study

indicate that (I) Serendipity's general method of

systems engineering provided a relatively effective

approach to develop a Remote Control Station

design concept, (2) remote real-time control of

spacecraft functions can be accomplished from an

integrated mission-independent control complex,

(3) real-time control requirements are most demand-

ing for spacecraft imaging, positional, and locomotive

state changes, (4) the mission planning as well as the

ground-control system management functions must be

dynamic, (5) classifying controls into one of three

types allowed a relatively effective man-machine

allocation, (6) an organizational structure provided

a useful framework for assigning physical means,

and (7) further design efforts are not merited without

quantification of the complex man-machine interac-

tions within and interfacing with the Remote Control

Station.
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I. INTRODUCTION

The purpose of this report is to present the

results of a thirty-two week study program conducted

by Serendipity Associates for the Jet Propulsion

Laboratory of the California Institute of Technology.

Both the results and the approach used to obtain the

results are presented. Rationale is provided wher-

ever possible to allow evaluation of the validity of

the approach and/or the results.

STUDY OBJECTIVES

The two major objectives for the project were

to:

1. Develop and evaluate a systems-analysis

technique applicable to the development of

a conceptual design for a remote control

station for use with the DSN.

2. Develop a conceptual design for a remote

control station for use with the DSN.

The intent of the first objective was not to

develop an entirely new technique, but rather to

modify {if necessary) Serendipity's general systems-

analysis technique to fit the needs of the project.

A critical aspect of the second objective is a

definition of conceptual design. A conceptual design

can exist at varying levels of specificity. The level

assumed to be a necessary product of this project is

that level which will specify (1) configuration or

arrangement of functions comprising the system,

(2} performances required of each function in func-

tional (not physical} terms, (3) classes of hardware

and personnel assigned to meet the requirements of

individual or groups of functions, and (4) the physi-

cal relationship of the various classes of hardware

and personnel (means}. The conceptual design will

not include design specifications wherein specific

quantitative values for all major parameters must

be provided at both the system and end-item level.

SCOPE OF THE PROJECT

This study consisted of the following three

major activities :

1. Modify as necessary and document the study

method and analytical techniques used.

2. Derive functional requirements for the

Remote Control Station (RCS).

3. Develop a conceptual design to implement

the functional requirements for the RCS.

Control of the spacecraft is required throughout

the mission, i.e., from prelaunch checkout to col-

lection and transmission of scientific data. However,

all phases of the mission should not be treated

equally from an analytical point of view, since (1)

certain phases are essentially common to all mis-

sions and the approach in use currently is satisfac-

tory (e.g., prelaunch checkout), and (2) on-board

automatic control is an accepted and satisfactory

approach to certain other phases (or portion there-

of). Therefore, the study concentrates on the real-

time remote-control aspects of scientific-data

collection and direct support functions. Prelanding

functions are not covered.

Contingencies resulting from malfunctions were

also excluded from the study. However, contingen-

cies resulting from change of conditions (either from

external or internal sources} are covered.

The object system (i.e., the system to be con-

trolled} is limited to unmanned, scientific space-

craft systems anticipated to be in operation during

the 1966 to 1973 time period. A generic system is

used as an object system (rather than a specific sys-

tem such as the SURVEYOR}, representing a com-

posite of capabilities of different space vehicles. A

generic spacecraft is admittedly more difficult to

analyze due to data voids, but such would be more

useful to JPL since an RCS designed to support a

generic spacecraft should be more mission indepen-

dent than an RCS designed for a specific spacecraft.

The means of transmitting and receiving signals

were not considered in the study, although these

means might have a significant impact on real-time

control.

The study included analysis of data-collection

objectives to define the basic requirements for a

1-1



genericspacecraftsystem,functionsanalysisof the
genericspacecraftsystemto determinespacecraft
functionsrequiring(or amenableto) real-time re-

mote control, functions analysis of selected seg-

ments of the ground-control system, and conceptual

design of means (hardware and personnel) to meet

the functional requirements.

REPORT ORGANIZATION

All the requirements information is presented

in chapter II. As in the case of conceptual design,

requirements for systems exist at varying level of

detail. In this study, there are requirements at the

overall system level encompassing both the space-

craft and ground segments, as well as for major

segments of the overall system.

The overall system (defined as supersystem in

chapter V) is basically a scientific data-collection

system comprised of numerous sensors, a space-

craft to support and move the sensors, an earth-

bound segment to control the spacecraft and/or sen-

sors, and an earthbound system to record and

analyze the data. The basic requirements for this

system are expressed in chapter II in the form of

data-collection objectives (table 2-2).

The second level of requirements is presented

in the form of spacecraft state-change requirements.

These requirements identify the performances re-

quired of the spacecraft and its sensors to collect

the necessary data. These requirements are pre-

sented in the form of Functional-Flow Logic Dia-

grams (FFLDs in figures 2-5 through 2-12) and

supportive tables (tables 2-4 through 2-9) which des-

cribe in greater detail the types of performances re-

quired of the spacecraft.

The third level of requirements is specific to the

RCS. The basic requirements for the RCS are pre-

sented in the form of a tabular listing of command/

control requirements (tables 2-11 through 2-17)

which essentially define the various classes of com-

mands and/or controls for which the RCS is res-

ponsible. The command/control requirements were

obtained by synthesizing the spacecraft state-change

requirements and reexpressing the requirements in

terms meaningful for determining what the RCS

must be capable of accomplishing.

The final level of requirements is again specific

to the RCS and defines in qualitative terms the state

changes the RCS must go through in order to meet all

the command/control requirements. These RCS

state-change requirements are termed functional re-

quirements since each pair of input and output states

defines a function and its basic requirement. The

functional requirements are presented in the form of

FFLD (figures 2-14 and 2-15) and tables (table 2-19)

which define, in somewhat more detail, the perfor-

mances required of each function. The FFLDs re-

present a functional schematic of the RCS system

design concept at the grossest level of detail, and the

tables present the qualitative requirements for each

function shown in the schematic.

The remaining sections of chapter II are con-

cerned with the problem of deriving quantitative re-

quirements for the RCS. We were not able to derive

quantitative requirements during this study. Thus,

the discussion is limited to the need for establishing

quantitative requirements and how the requirements

can be derived.

It is important to recognize that the requirements

are presented at varying levels of detail, not in one

single package. Each level is derived from the next

higher level and depends not only on the requirements

at the next higher level, but also on assumptions and

judgments which guide the derivation process. The

requirements can be presented in one single package

but this would make it difficult to relate elements in

the package to the approach described in chapter V.

The system design concept at the basic means

level (hardware, personnel, etc.) is presented in

chapter III. As indicated previously, the FFLDs for

the RCS represent a functional schematic of the sys-

tem design concept. Thus, the concept had to be

developed before the FFLD could be developed. In

other words, the lower-level requirements presented

in chapter H constitute part of the system design con-

cept. The design concept presented in chapter III is

an extension of the concept presented in functional

terms in chapter II and is presented in means terms.

The concept at this level of detail specifies the types

of means assigned to the system, the role each type

is to play, and the relationship (both functional and

physical) between the means. To simplify discussion,

the system design concept at the means level will be

termed the conceptual design of the system.

1-2



Theconceptualdesignin chapterIII is pre-
sentedin twobasicparts. Thefirst partpresents
theorganizationalstructure for the system. The

structure is considered to be an integral part of the

conceptual design since it provides a framework for

the assignment of personnel tasks and thereby es-

tablishes a framework for the arrangement of equip-

ment with which the personnel will have to interact.

The second part of chapter III presents the basic

means assigned to implement the functional require-

ments. Both equipment and personnel are identified

only by types or classes, not by specific individuals

or specific equipment items. Assignment of specific

individuals or equipment items would be premature

at this time.

An equipment type by RCS function matrix is

provided to show the role of each equipment type in

each RCS function. A series of block schematics

show the functional and basic physical relationship

between the equipment types. A general work-

station layout is provided to show the physical ar-

rangement of the means.

The conclusions and recommendations resulting

from the study efforts required to develop the

materials for chapters II and III are presented in

chapter IV.

Chapters II and III are designed to meet the

second study objective, i.e., a conceptual RCS de-

sign. Chapter V is designed to meet the first

objective and provides a description of the approach

and techniques used to develop the conceptual de-

sign. Where possible, references are made to

specific products in chapter II or III. The descrip-

tion emphasizes the general approach and shows how

adjustment of the general approach were made

either for or because of the study.

1-3



II. SYSTEM REQUIREMENTS

This chapter is organized into five major

segments: General Requirements and Constraints

(for the total data-collection system), Spacecraft

State-Change Requirements, Remote Control Sta-

tion Requirements, Quantitative Analysis Require-

ments and a recommended approach for conducting

a quantitative analysis.

The first three segments are the major require-

ments segments of the report and relate directly to

the conceptual design in chapter III. The require-

ments segments describe a general set of data-

collection objectives assumed to be relevant to the

spacecraft systems to be supported by the RCS, the

basic state changes required of the spacecraft sys-

tems to meet the data-collection objectives, and

the performances required of the RCS to properly

support the spacecraft systems to meet the neces-

sary data-collection objectives.

The total data-collection system of which the

remote control station (RCS) and the spacecraft

are members, also includes a network of tracking

stations (DSIF), a ground communication system

(a part of NASCOM) and a centralized operation

complex (SFOF). The basic objective of this total

system is to collect scientific data at lunar or

planetary distances. The above-mentioned major

elements comprising the system must all act in

concert to attain the data-collection objective.

Being part of the same system, and worldng towards

the same objectives, the major elements are inter-

dependent. The requirements for one major ele-

ment, such as the RCS, cannot be oonsidered

independent of its relationship to the other elements.

To place the specific requirements for the RCS

in proper context, the objectives of the total system

are defined first. These objectives are defined at

a fairly gross level, but the definition provides a

base for deriving and discussing RCS requirements.

The data-collection objectives, though necessary,

are not sufficient to allow derivation of RCS require-

ments. The basic data collector is the spacecraft

and the sensors it carries. The performance char-

acteristics of the spacecraft and its sensors define

the support required of the RCS. Thus, the basic

characteristics of a generic spacecraft system are

described next.

The requirements for the RCS are defined in

functional terms, subsequent to a description of the

spacecraft systems the RCS must be able to support.

The limited time available for the study prohibited

derivation of quantitative requirements. Thus, the

discussion is limited to a need and an approach for

deriving quantitative requirements.

SYMBOLS AND TERMS

Definitions of key terms are provided in chapter

V in the discussion of the approach. Since functional-

flow logic diagrams (FFLDs) are used to present

state-change requirements in this chapter, brief def-

initions of those terms required to interpret the dia-

grams are presented in this section. Symbols used

in the diagrams are also defined in this section.

@
®

And (All)

3

[

And/or (one, all, or any

combination)

O Either/or (one and only
one)

State--a set of qualities

which describes a form

of existence.

Input state--the set of

qualities which must exist

before an element of per-

formance (function) can

be initiated.

Output state--the set of

qualities which when

achieved completes an

element of performance.

Function--an element of

performance bounded by

input and output states.

An interacting function,

not a part of the selection

or system under analysis.
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AI

A I

A I

___.72

8i

S

Special symbol designat-

ing a state as information

or command.

All three input states are

required before the func-

tion can be initiated and

completed, i. e., provide

output state B.

Only input state A 1 is

needed to initiate the

function but input states

A 2 and A 3 are required

to complete the function.

Input states A 1 and A 2 are

required to initiate the

function but A 3 is also re-

quired before the function

can be completed.

B is the output state but

has two destinations.

B is the output state com-

prised of sets B 1 and B2,

each having a different

de s tination.

B is the required output

state; B is a NOT state

which may occur (gener-

ally adverse to the main

objective), but is not a

required state. The NOT

states usually require

corrective action, or a

function to return the sys-

tem to some previous

state.

B is the required output

state comprised of sets

B 1 and B 2. B1 is a NOT

state of the B 1 set and

B 2 is a NOT state of the

B 2 set.

A symbol frequently used

to show the destination

of an output state.

GENERAL REQUIREMENTS AND CONSTRAINTS

The general requirements and constraints in

this section refer to the requirements and constraints

for the total system, rather than any specific portion,

such as the spacecraft or the RCS. In our terminol-

ogy, requirements can be expressed only in terms

of state changes, which necessitates an input and an

output state to be defined. Constraints are limita-

tions on the means which can be used to effect the

necessary state change.

A general requirement for the system can be

expressed symbolically, as shown in figure 2-I (See

ground rules 1 through 4, chapter V, section on

Establishing System Requirements).

PLANET STATES

yUNKNOWNS
ABOUT

_PLANET
STATES

SPACE
VEHICLE
ON EARTH

y INFORMATION

AaOUT _
PLANET

STATES

Figure 2-1. Basic state-change requirement.

The initiating condition for the system is a given

number (x) of planet states about which certain facts

are not known (y unknowns). The third input state

(i. e., space vehicles will be used to collect data

and the system must include the performances re-

quired to transport the spacecraft to the planet of

concern. The output state is achieved when the un-

knowns are changed to knowns.

Simple as the diagrafn may be, it helps never-

theless to establish the basic boundaries for the

system, and provides a foundation for further defi-

nition of states. The diagram helps to establish the

basic state class (ground rules 2 and 3) which needs

to be expanded and a basic constraint on system

means (ground rule 6); i. e., space vehicle as the

basic data-collection means.

More specific boundaries of the system can be

ascertained by first determining the planets about

A symbol frequently used

to show the source of an

input state.
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which information is needed, and, subsequently,

determining the areas of unknown about the selected

planets. Since space vehicles are assumed to be

means limitations, it will also be necessary to spe-

cify the types of space vehicles which are to be used

as data collectors. This could become a horrendous

task, far exceeding the scope of the study, unless

some constraints are established. The constraints

presented below are based on (1} an attempt to limit

the study to a reasonable scope, (2) information pro-

vided by JPL on forthcoming space probe programs,

and (3) what appeared to be a reasonable lifetime for

the RCS system.

CONSTRAINTS

1. The useful lifetime of the system is limited to

from six to eight years. Rapid advancements

in both space vehicle design and electronic equip-

ment would probably make the RCS system obso-

lete in about six to eight years. Attempting to

design a system with a longer life at this time

probably would not be cost effective, especially

when one considers a two- to three-year lead-

time in acquiring the system.

2,

3,

4,

5.

The system will be operational approximately

two years after initiation of detailed system

design--system definition phase.

The spacecraft systems to be included (supported

by the RCS) will be those currently envisioned

for the 1968-1976 era. Candidate spacecraft

systems are SURVEYOR, ORBITER, MARINER,

ROVER, unmanned APOLLO, and VOYAGER.

The missions of concern to the project are those

designated to investigate certain properties of

the moon, Mars, and Venus. Although in-transit

investigations may be conducted, this project

will be constrained to the on-station (on-planet)

portion of the mission.

It will be assumed that the DSN at the time the

system becomes operational will not be signifi-

cantly different from the current DSN.

The basic physical configuration of the system

will be as depicted graphically in figure 2-2

(ground rule 6).

SPACE

VEHICLE

(S/V]

l.O

DEEP SPACE I i

INSTRuMENT,TIONL .J
,AC,L,TY r"
,osl,) I I

Z.Ol I
iiii

RADIO zl I
I

i

:).2 !

STATION

CONTROL

AND DATA

SYSTEM

(SCAD)

i llll

GROUND

COMMUNICATIONS

SYSTEM

IGCS)

30

I ILl[ TYPE :_.1
i i

VOICE

I

I -'"'°2,1

I

SPACE FLIGHT

OPERATIONS

FACILIT Y

(SFOF)

4D

I CONTROL/ANALYSIS 4.1

I COMMUNICATIONS
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The spacecraft will communicate via a deep

space instrumentation facility (DSIF) and gener-

al communications system (GCS) with the space-

flight operations facility (SFOF). The RCS will

be a part of block 4. 1, control/analysis. All

system elements, with the exception of the

spacecraft and the RCS, will be treated as in-

tervening elements through which information

flows, is transduced, and/or is processed.

The spacecraft and associated sensors to collect

the data will be constraints for the total system.

Since the RCS must be able to support a multi-

tude of missions on different spacecraft sys-

tems, most of which have not been designed yet,

the specific constraints imposed by the space-

craft and/or sensors cannot be ascertained at

this time. However, the variety per se indi-

cates that the design of the RCS must be flex-

ible to allow it to meet different requirements

for different missions even when they occur con-

currently.

Although the specific question of sensors

to be used for individual missions cannot be

answered at this time, the magnitude of this

constraint is indicated by an examination of one

set of candidate means hypothecated by JPL

(Speed, et al., Tech. Memo. No. 33-241, 1965)

for a stationary spacecraft operation on the

moon. This set is presented in table 2-1. As

indicated, many of the data-collection techniques

require that sample preparation, deployment to

the surface, or other manipulative activities be

performed. It is expected that similar experi-

ments will be incorporated into the mission

profile of a spacecraft designed for planetary in-

vestigation. The particular technique that is ulti-

mately selected to take a set of measurements

affects the specific requirements for control of that

mechanism. The variation in control requirements

may originate from the sensor characteristics, i.e.,

its sensitivity to thermal, acoustic, and pressure

variations. The control requirement will vary if

it requires deployment, positioning, or unique con-

ditioning. In general, the set of sensors, regard-

less of the experimental techniques selected, will

require the alteration of certain physical conditions

relative to them. These alterations may be posi-

tional, thermal, electrical, etc.

The allocation of control responsibilities will

depend an the design of specific spacecraft systems.

It is doubtful that the RCS designers can dictate the

allocation to spacecraft system dDesigners. How-

ever, it is anticipated that the allocation will depend

to a large extent on the control capabilities in the

RCS. Thus, it is assumed that most of the control

functions will be allocated to the RCS.

DA TA-C OLLEC TION OBJEC TIVES

The data-collection objectives discussed in this

section are an expansion of the planet (x) and infor-

mation (y) state-change requirements indicated in a

gross manner in figure 2-1 (ground rule 4). The

state parameter of concern is information about
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planet states which is not available at this time.

Data are the intermediate criteria for information.

It is quite difficult to specify all data-collection

objectives at this time since the unknowns about

planet states vary with time, ongoing projects, and

scientists. Yet, some bounding of unknowns is re-

quired at least to establish the general population

of data which will (or may) be required to be collect-

ed by spacecraft systems controlled by the RCS.

Ideally, the boundaries should be established

after thoroughly interrogating all relevant space

system planners and JPL scientists. Because of

time constraints, we chose first to establish the

general boundaries and data-collection objectives,

using available JPL documents as source data. If

necessary, the results could then be checked by

cognizant personnel. The data-collection objectives

presented below are the result of the above approach

and have not been checked in detail by cognizant per-

sonnel. A detailed check or interrogation of JPL

scientists was not conducted since (i) the objectives,

though gross, served the purpose of establishing the

necessary boundaries for the system, and (2) more

accurate and detailed data probably would not be any

more useful until we attempt to derive quantitative

requirements and relationships.

As implied above, the basic purpose of defining

the data-collection objectives is to define in some-

what more detail the state changes required of the

total data-collection system. These definitions are

necessary to allow useful partitioning of the system,

especially if the partitions depend on the data types.

That is, if different system functions are required

to collect different types of data, it is important

that the data types be differentiated at the outset.

Conversely, detailed classifications beyond the level

required to partition the system would not be useful

at this time.

The candidate data-collection objectives were

classified in terms of the basic properties of the

universe, such as force fields, radiation, and mat-

ter. Since these phenomena may occur at various

locations in the universe, domains of investigation

were identified as space, atmosphere, surface, and

subsurface. Investigation is concerned with either

the static or dynamic conditions of the properties

within these domains. General data-collection ob-

jectives were classified by basic property and

domain of investigation. This classification is

presented in table 2-2.

Each cell in the Classification of Data Collection

matrix represents a generalized scientific data-col-

lection objective. The letter in the designator refers

to the basic property for which data are being collect-

ed, and the arabic numeral identifies the conditions

of the area within the domain of the investigation.

Specific spacecraft objectives can be identified in the

cells. This is illustrated by inserting experiments

planned for SURVEYOR in cells B5, C5, E4, E5, ES,

FI, and F5.

Table 2-2 represents the top-level requirement

for the total data-collection system. The sources of

variance entry in the table represents a further qual-

ification of the data-collection objectives, The data

represent measurements of the properties. These

measurements are assumed to have a distribution.

The mean and/or variance of the measurements is

assumed to vary in accordance with factors such as

location on the terrain, atmospheric conditions, etc.

These are termed sources of variance since they are

the factors which contribute the largest portion of the

total variance for the property of concern and, there-

fore, will probably be taken into account in designing

experiments for specific missions.

The term "natural variance" refers to a property

or condition that is not directly under measurement

but may affect a property that is being measured.

For example, the surface density will undoubtedly

vary with the location of the spacecraft. Therefore,

terrain unit is designated as a source of variance

which needs to be measured also. Other examples

of natural variances are presented in table 2-3. Data

in these entries are considered necessary to permit

interpretation of data on basic property measurements.

Another basic source of variance consists of

factors which affect the mechanisms used to collect

and transmit the data. These other sources must be

considered also since they affect the interpretation

of the data. Thus, they represent another source of

data requirements since engineering and calibration

data will be required by the experimenters to assure

that the scientific data are meaningful. It is assumed

that both natural and mechanism sources of variance

will be considered in designing experiments for

individual missions.

2-7
!
'i



>

CJ

o
c_
0

cJ

CJ

0

_J

tj

I

c_

u

t_

6
0
.,-i

r_ ,

0

t_

¢)
>

o I_
c_

_ .

r/l
o

i

6-
• ,...i

° 6O

e_
r_

O

._K ._ _ __e _

.d

_ N_ m

O O

_ 0

_tJ

i

I

I

I

I

I

I

I

c_

I

tJ

.o
4--'

I

C_

<

I

.-#

c_

I

0

tJ

d

c_

I

i

I

,..4

Ce)

I

I

l.-4

0
.,-i

.,-#

t_

Le)

I

C_

I

tn

._ _ ,

O

ID

O I

O
..-.i

I

I

t_

I

I

r/l
O
.,-_

0,-_ ._ _

I

i

_2

I

I

I

I

i

!

I

I

r5

I1)

0

e_

I1)

o

>

m

to

o

t_

o_

_ O

"F,._

_ _._

I1)._

N8
m _

_ _ g ._"

0

_ _'/ _ _._

> _ ¢) ¢)

2-8



Table2-3. Examplesof Sourcesof NaturalVariance.

Source of Variance

i. Terrain Unit

2. Atmospheric Activity

3. Meteoroid Flux

4. Radiation Flux

5. Seismic Activity

Examples of Variance

Vulcanism; Radioactive deposit; Variations in

density, slope, roughness, composition, etc.

Precipitation; Suspended particles; Winds;

Clouds, etc.

High velocity particulate matter.

Solar radiation; Cosmic radiation; Thermal

radiation; Surface radioactivity, etc.

Surface slides; Sub-surface disturbance;

Thermal shock, etc.

A source of variance is not considered to affect itself when it is the property
being measured.

PARAMETERS FOR QUANTIFICATION

Sufficient data are not available to assign quan-

titative values to the general system requirements

at this time. However, the parameters to which

values must be assigned eventually have been iden-

tified and are defined briefly below (ground rule 5):

I. Time:--length of time required to gather an

adequate sample of data, assuming that data

collected will vary as a function of time.

2, _:--the amount of continuous data, or

the number of discrete data points required to

indicate significance, assuming that data col-

lected will vary as a function of distribution.

3. Qualit:_:mthe level of purity of data, or the

amount and type of contamination permissible

that will still indicate significance, assuming

that certain data, either by nature of the

property or the inherent inadequacies of the

sensor, may be ambiguous.

The above parameters are the basic parameters

for the data-collection requirements of the system.

It may not be possible to allocate quantitative values

to each criterion due to lack of consensus on the

need for individual data sets. However, any inter-

mediate criteria used must be directly related to

the above three criteria.

REQUIREMENT CONSIDERATIONS

AFFECTING SYSTEM DESIGN

The extent to which the cost effectiveness of

system segments or elements can be proven or pre-

dicted quantitatively will depend on the extent to which

meaningful quantitative values can be assigned to the

parameters. If no value is assigned, it will not be

possible to assess quantitatively the merit of any

design decision in terms of its contribution to the

total system. There will be no assurance that the

subsystems will be compatible. If quantitative values

are established only at the subsystem level, the ten-

dency will be to suboptimize at the subsystem level

without any assurance that this will be optimal for the

total system. Experience on other systems indicates

that the greatest subjective weight will be given to

engineering judgments.

The lack of quantitative values does not mean

that lower-order requirements cannot or should not

be derived. As indicated in chapter V, it will be

necessary first to derive lower-order requirements

before quantitative values can be derived. However,

the lower-order requirements in turn may change

when quantitative values are assigned. It is important

to recognize this process of change through iteration

since the primary impact of the changes will be on

changes of physical means. Apparently small changes

in lower-order requirements could have a significant

impact on the physical means.
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Anotheraspectof therequirementswhichmust
beconsideredin systemdesignis therepresenta-
tivenessofthedata. Asindicatedpreviously,it is
assumedthatanexperimentaldesignwill bedevel-
opedeventuallyfor eachexperimentto beincluded
in eachflight. Thecomprehensivenessof thedesign
undoubtedlywill varywith individualexperimenters,
butthesystemmustbepreparedto meettheneeds
ofthemostsophisticatedexperimenter.Theexper-
imentaldesignwill notonlyspecifythesourcesof
varianceto becovered,butalsothesamplingtech-
nique,thenumberof datapoints, supportivedata,
andtheexperimentalhypothesisto betested.

Identificationof thepotentialsourcesof variance
is animportantstepin anticipatingthetypeof exper-
imentaldesignswhichmaybeimposedonthesystem.
Mostimportant,the sourcesof variancehelpto iden-
tify critical spacecraftstatechangessuchas changes
of locationandposition. In addition,theneedto
measuretherepresentativenessof datafor data-
interpretationpurposesgeneratestheneedto con-
siderthecollectionof dataonrelatedfactors,
includingengineeringvariables.

SPACECRAFT STATE-CHANGE REQUIREMENTS

As previously indicated, the sensors selected

for data collection, and the subsystems required to

support those sensors, must undergo changes of

state to accomplish their objectives. A change in

state may be specific to the sensor, such as change

of gain, change of stability, on-off state, etc. In

addition, there are state changes which appear to be

supportive, such as change of position or location,

change of internal temperature, change of power

outputs, etc. These and other changes of state rele-

vant to both the environment in which the sensor is

located as well as the relationship of one subsystem

to another are required in the data-collection pro-

cess.

These changes of state are intermediate state

changes required to effect the major data change of

state discussed in the previous section. Defining

these intermediate state changes should define a

more specific set of command/control requirements

for the RCS. Since the sensors and spacecraft de-

signs are means constraints for the system, it will

be necessary to limit the detail at which the

intermediate state changes are defined. If the

intermediate state changes are defined at levels

specific to a given sensor or spacecraft, the RCS

will also be specific to a particular spacecraft or

sensor. Thus, the intermediate state changes must

be at a level applicable to all the spacecraft systems

which are to be supported by the RCS.

In our terminology, the intermediate state

changes define the boundaries for functions. The

functions can be defined at varying levels of specific-

ity. At very low levels of detail they tend to be

similar to design specifications and therefore are

equipment-oriented. To maintain a generic set of

spacecraft state changes, the functions defined in

this section are at a fairly gross level.

The spacecraft state changes are defined at

three levels in this section. The first, or top-level,

partitions the total system into major functions,

considering the constraints discussed in the previous

section. The second level partitions one of the ma-

jor functions which is the function directly respon-

sible for data collection. The third level partitions

the specific function identified in the second level as

being specifically responsible for data collection.

The more specific requirements of all the functions

identified at the second level are presented in tabu-

lar form. These functional requirements are the

major product of this section since they provide the

basis for the command and control requirements for

the RCS discussed in the next section.

TOP-LEVEL STATE-CHANGE REQUIREMENTS

The top-level state-change requirements are

presented in a functional-flow logic diagram (FFLD)

in figure 2-3 (See ground rule 9). Since the blocks

represent functions, the diagram represents a func-

tionai composition of the data-collection system

shown in the same form in figure 2-1. This initial

partitioning of the total system was governed by the

data-collection objectives shown in table 2-2, the

basic system-level means constraints shown in fig-

ure 2-2, and a general mission profile shown in

figure 2-4.

The general mission profile identifies the basic

functions required to transfer the space vehicle from

Earth to its destination. Since these functions are

already identified in the mission profile and are not

2-10
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Figure 2-4. General mission profile.

2-12



of major concern to the study, they are incorporated

into one function in the FFLD in figure 2-3. In fact,

the FFLD concentrates on the on-station function

(VII) in the mission profile.

The code numbers refer to parameters which

change state within the system. The basic classes

of parameters are space vehicle states and planetary

states. With respect to the latter, the concern is

with the data which reflect planetary changes of

state. The domains of investigation are further

substates of planetary states of concern. The space

vehicle states are further divided into classes of

means, location of the space vehicies and environ-

ment within the space vehicle. The classes of means

are based on assumed means which inturn are based

on the type of data-eollectiontechniques presented

in table 2-1 as well as various other JPL documents.

The SFOF/DSIF and RCS blocks represent different

untitled functions which are necessary if (1) the state

changes are to be all-inclusive and (2) the remote

control concept is to be shown.

Function I. 1 starts with the space vehicle on

the launch pad (IB 1) with its set of means essential-

ly in an OFF mode (IA1 through IA6). Note that this

state represents the same state as "space vehicle on

earth" state in figure 2-1. Functionl. 1 cannot com-

plete its function (i.e., provide the necessary output

state) until it receives commands from the RCS via

the SFOF/DSIF. In turn, the HCS (2.1)cannot pro-

vide the commands unless it receives data on the

status of the space vehicle, especially during flight

(IB3). Until the major output state (2) is reached,

the status will be provided by 1. 1 via the DSIF/

SFOF. The data are used in 1.1 to determine the

commands to send. Function 1.1 will be complete

when the space vehicleis on station, and the means

are in the specified state.

The output state which completes function 1. 1

is required to initiate function 1.2, but the function

cannot be completed until the proper commands are

received from function 2.2. Since the purpose of

function 1.2 is to put the spacecraft in a state ready

for data collection, the RCS can provide the neces-

sary commands on the basis of state data received

from function 1. 1.

When the spacecraft is in the proper position

(IB2), the means are in the proper state (IA1 through

6) and the environment is within tolerance (IC), the

system is now ready to collect data on planet states

under the control of the RCS (2.3). The RCS will pro-

vide the commands on the basis of the state at the

completion of I. 2 and either the a priori experimental

schedule or status data from I. 3.

Function 1.3 will provide the necessary data

(IIA3, 4, etc.) and turn the system off. Note that

function 1.3 does not provide the final output state

specified in figure 2-1. This state is provided by the

scientific analysis (2.4) function which determines

whether the information is adequate. Note also that

no separation is made for different missions. Com-

pletion is defined only in terms of data sets. The

system undoubtedly will require multiple missions,

both in series and parallel.

The role of the RCS is specified in this figure,

then, as a subsystem that is required to monitor the

performance of the data-coliection process, issue

commands to change the state of the spacecraft and/

or a specific data sensor, and determine when the

performance requirements have been met in terms

of data sufficiency.

MAJOR STATE CHANGES FOR

COLLECTING SCIENTIFIC DATA

Only one function in figure 2-3 is directly con-

cerned with collecting scientific data, i.e., function

1.3. Since the primary concern for this project is

the control of data collection, only this one major

function is analyzed further (ground rule 9).

The major state changes required for collecting

scientific data are presented in figure 2-5. Figure

2-5 shows the spacecraft in position on the surface

ready to receive various commands. The particular

command(s) initiates a specific function (depending

on the situation) required to support the Collect Sci-

entific and Engineering Data function (1.3.6). The

control is effected by closing the loop with the RCS

via the Transfer Information function (1.3.4 and

1.3.5). It should be noted that the diagram is limited

to the functions within the spacecraft necessary to

effect the state changes required to meet the data-

collection objectives.

At the initiation of the data-collection process,

it is assumed that the spacecraft is on-station (indi-

cated by IB2), the sensors are in proper position,
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(IA1 within tolerance), flight guidance, propulsion,

etc. are no longer needed and are turned off (IA2

OFF), the telecommunications system is operative

(IA4 ON), and the data-collection sensors are not

energized (IA6 OFF). Commands are received via

the Transfer Information function (1.3.4) to change

the state of the environment, position, location, and/

or the data-collection devices. The resultant data is

transferred via function 1.3.5 to the Earth. This

process is continued until the specified information

state is reached, or an adverse or NOT state is

reached which cannot be altered.

Note that function 1.3.6 requires seven input

states before it can meet its state-change require-

ments. Three of these states concern environment,

position, and location. Since one of the requirements

for function 1.2 (see figure 2-3) is to satisfy these

three state requirements, there should be no need to

change states before 1.3.6 can be initiated. How-

ever, degradations of the internal environment can

be anticipated while data are being collected. In

addition, it is assumed that new sensor positions or

locations will be required before all the necessary

data can be collected. Thus, the basic requirement

for functions 1.3.1, 1.3.2, and 1.3.3 arises from

anticipation of adverse or NOT states in 1.3.6.

It is important to note that the required output

state for function 1.3.6 is the specified data state,

not the adverse or NOT state. The NOT states are

likely contingencies which create a need to change

states to allow the function (1.3.6) to meet its re-

quired state. NOT states can only occur when the

function is in process, and the continued existence

of a NOT state will prevent the function from reach-

ing the required state. Thus, functions 1.3.1, 1.3.2,

and 1.3.4 are supportive functions which are re-

quired only when the environment goes out-of-toler-

ance (1.3. 1), or the sensor or configuration is not

at the required orientation (1.3.2), or the location

of the spacecraft and/or the sensor is not at the

required location (1.3.3).

The level of detail to which figure 2-5 was taken

depended primarily on the major contingencies iden-

tified for function 1.3.6 which, in turn, depended on

the input state classes identified for the system in

figure 2-3. The FFLD in figure 2-5 could have been

developed at a lower level of detail, but this was not

necessary since it served the purpose of identifying

areas which should be analyzed in greater detail, or,

conversely, areas which need not be analyzed further.

Since all the functions in figure 2-5 are in support

of 1.3.6, it is apparent that the detailed requirements

for all other functions at this level can be determined

by analyzing only the data-collection function, i.e.,

1.3.6. Furthermore, examination of data available

from previous studies on central functions indicated

that (1) we could not advance the state of knowledge of

control by further analyzing the control functions at

this time, and (2) the area requiring expansion is the

relationship between data collection and the control

functions. Thus, only function 1.3.6 was analyzed

further.

DATA-COLLECTION STATE CttANGES AS

DEFINED BY EXPEtlIMENT TYPES

This final level of spacecraft state-change analy-

sis was conducted to help (1) identify the specific re-

lationship with the control functions and (2) determine

the extent to which the command/control requirements

varied with experiment types.

In order to analyze function 1.3.6 further, it was

necessary to consider the variou s type s of experiments

which would require different data sets. To serve the

purpose of defining relationships, it was necessary to

examine the various types of sensors which might be

used in these experiments. To limit the scope of the

analyses to a level commensurate with the time and

manpower constraints of the project, the analysis was

limited to those cells in the data-collection objectives

matrix (table 2-2) which were represented by

SURVEYOR experiments. The results are presented

in figures 2-6 through 2-12.

Figure 2-6 illustrates a function to measure stat-

ic radiation at the surface of the moon or planets. The

required input states are both informational and phy-

sical. Control signals which may be required to con-

trol this function are indicated as commands.

Typically these signals are required by a sensor

which performs this function. The commands then

are considered as information to be provided to the

function. Prior to acceptance of the control signal,

that is, before the desired data can be gathered by

the function, certain physical states of the sensor"

must be provided. These are shown as conditions

necessary to initiate the function. Should any of the
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adverse states occur, as indicated by the output

state of the function showing objective not completed,

a supporting function is called upon to correct the

adverse state. Inability to provide the necessary

correction decreases the probability of achieving

the desired data. Should a higher-priority function,

or a support function, require the interruption of

the specific data-collection function, the function is

considered to be in suspension until such time as it

can be resumed to complete the data objectives.

One further analysis was conducted, but the

results are not presented in this report due to in-

conclusive results. It is worthy of mention, how-

ever, since it indicated an avenue not worth pursuing

further at this time. The analysis to this level still

does not identify the specific commands required by

any given set of equipment which may be designated

for a given flight. To obtain an indication of the

specific commands which might be required, 37

candidate sensors for seven experiments were ana-

lyzed. The results were inconclusive since there

was no assurance that the 37 sensors were repre-

sentative. Furthermore, the specific command

requirements were still questionable since the com-

mands depend on the allocation of controls to the

RCS during sensor design.

The analysis did indicate though that it would

not be cost effective to attempt to identify all pos-

sible sensors before the individual spacecraft sys-

tems are definitized. The potentially large variety

of sensors involved and the variety of design deci-

sions required to select the sensors for any single

mission of a spacecraft system imposes a require-

ment on the RCS to be extremely flexible to allow

changes from mission to mission. A factor critical

to providing this flexibility are not the individual

sensors so much as the characteristics (both com-

mon and unique) of the sensors. These character-

istics must be defined before the RCS design is

finalized, but do not need to be defined in detail to

develop a conceptual design.

SPACECRAFT FUNCTIONAL REQUIREMENTS

As indicated previously, only the data-collec-

tion function (1.3.6) of figure 2-5 was partitioned

further. However, all functions were analyzed to

define more specifically the required performance

characteristics of the functions in order to define

the command/control requirements for the RCS. The

specific purpose of the analysis was to determine the

performances required within each function (regard-

less of where they are conducted), the factors that

affect the performances, the range of performances,

and the information required for the performance.

The partitioning of function 1.3.6 provided useful

data for specifying the functional requirements for

that function. The partitioning was useful in defining

the differences in performance for different types of

experiments. In previous partitioning, the control of

power was treated as part of function 1.3.6. In view

of the different type of performance involved, control

of power is treated as a separate function in this sec-

tion. In addition, the two information transfer func-

tions were grouped together because of the similarity

of performances.

The functional requirements presented in tables

2-4 through 2-9 are the product of all the spacecraft

state analysis described previously. They should be

reviewed within the context of the higher-level re-

quirements described in previous sections. However,

the requirements in the tables are the basic set of

requirements towards which the RCS design is ori-

ented.

The first column in the tables defines the various

subsets or subclasses which comprise the class of

concern (See ground rule 4). Thus, the scientific-

data state class is comprised of three major sub-

states, each of which is further divided into substates.

These states refer to the output state for the function

of concern. Column 2 identifies the parameters

associated with each state subclass. These param-

eters may, in most cases, be treated as further

definitions of the subclass. Where quantitative values

are assigned, they will be assigned to the parameters

identified in column 2.

The required states are specified in column 4.

The requirement for the function is to reach the re-

quired state. The complexity of the performances

will depend to a large extent on the other forces or

factors impinging on the state parameter. Given no

performance within the function, the values of the

state parameters will still vary with time. Depend-

ing on the factors, the variations may be leading to,

or away from, the required level. The factors ex-

pected to cause the major variations are listed in

column 3.
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Determining or measuring the status of a given

state parameter is, in many cases, not a straight-

forward task. Frequently, indirect measures have

to be obtained to estimate the status of a state

parameter at a given time. These measures, or

information required to assess the state of concern,

are listed in column 5.

If a state is out-of-tolerance or is drifting out-

of-tolerance, steps must be taken to regain the

desired state. The specific corrective action re-

quired depends on the design of the spacecraft means

and the condition of the state (and other states that

impact it), and cannot be itemized in this table.

Only the general technique to correct the undesirable

or adverse state is listed in column 6, with the range

of alternate actions for each technique listed in col-

umn 7. The last column (column 8} shows the prob-

able control type. The expected selection range in

column 7 is the number of discrete selections that

are expected to be required of the mechanism or

component performing the function. For example,

binary indicates that there are only two states that

the component controlling the state can be in, such

as ON or OFF. Multiple indicates that several

levels or degrees of a state are expected to be re-

quired, e.g., signal amplification may be high,

medium, low, and off. If the number of levels,

positions, or steps is very high, e.g., position of

a movable antenna, the selection range is listed as

continuous.

The entries in column 7 are based primarily on

judgments by the analysts. These judgments, how-

ever, are based on considerations of the types of

equipment various JPL representatives and docu-

ments indicate could be candidate means for the

spacecraft systems. The entries in column 6 are

also judgmental, but less so than column 7. The

alternative corrective actions are also dependent

upon the specific spacecraft design. However, a

reasonable list of alternate corrective actions are

identified by operating at the techniques level,

rather than trying to define specific actions. Most

of the techniques were identified by logical deriva-

tion from the general characteristics of the candi-

date equipment classes. However, some of the

techniques identified are based solely on judgments

by the analysts on what appeared to be reasonable

techniques.

Column 8 was provided solely as a means of

judging the general complexity of the controls re-

quired. The entries cannot be defended since the

specific design of the spacecraft will, in many cases,

alter the control type. However, the judgments are

useful for providing some insight into the similarity

of control complexities for various types of state

parameters. The three control types are defined

below:

Control Type I

Control Type I indicates that a relatively simple

or easily determinable control action is required.

This action is assumed to be predictable, and can be

programmed or automated within the ground-control

station. The action may be executed on the basis of

monitoring and detection alone, i.e., no decision

making is required. These assumptions are based on

the following definition of Control Type I.

1. The initiating state, A, is predictable

in form and time.

2. There is only one desired state, B,

for each state A.

3. The process of going from state A to

state B is fixed.

Therefore, all courses of action of Control Type I

are predictable on the basis of either a time- or

event-based state. That is, there is a one-to-one

relation between the control sequence and the initiat-

ing state. This is primarily a detection problem,

since a desired state B is dependent upon either the

existence of state A or of time.

Control Type II

Control Type II indicates a requirement for deci-

sion making as well as detection. The required deci-

sions are assumed to be relatively simple. They do

not lend themselves to complete automation since the

determination of when a situation exists requiring

action may be a judgmental process. The required

actions, once it has been determined there is need

for control, are assumed to be definitive and can be

preprogrammed for execution.

These assumptions are based on the following

definition of Control Type II.
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1. Theinitiationstate,A, is predictable
in form butnotin time.

2. The specific desired state (Bi; i = 1 ... x)

given state A, is a function of the time of

occurrence of state A. Therefore, state

B is a function of state A and time.

3. The process of going from state A to each

state B i is fixed; that is, a fixed sequence

is followed within the spacecraft.

These conditions indicate that detection and some

decision making are required. In addition, Control

Type II requires that the alternate states, together

with the selection criteria, be presented. A priori

programming may be used, but an interruption and

revision capability must be provided. This tech-

nique lends itself to automation, but it is expected

that human intervention is required, particularly

when the criteria for selection between alternate

courses of action cannot be quantified.

Control Type III

Control Type III involves those control actions

requiring decision making and execution in real

time. This control type requires judgment in detec-

tion, assessment, and in determining an appropriate

course of action. It is assumed that the great num-

ber of alternate courses of action may, in most

cases, render preprogrammed control ineffective.

These conclusions are based upon the following

definition of Control Type III.

1. The initiating state, A, is predictable

in gross form but not in time.

2. The specific desired state (Bi; i = 1 ... x),

given state A, is a function of data, loca-

tion, time, and resource states.

3. The process of going from state A to

each state B. is not fixed.
1

The preceding conditions define the real-time

control requirements for effecting state changes.

Multiple contingencies are expected which will limit

the number of stored sequences and the length of

each stored sequence. These conditions indicate

the requirement for command sequence formulation

in real time within the RCS. This control type re-

quires the presentation of the parameters making up

the state to be detected, since it is predictable in

form only. Also criteria to determine state B, as

well as guides to reach that state, must be available.

Therefore, man cannot be excluded from the control

loop in this category of commands.

A brief summary of the performance responsi-

bilities of the six major functions of a generic

spacecraft system is presented in table 2-10.
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Table 2-10. General Responsibilities of Spacecraft Functions.

Function No.

1.3.1

Title

Control Environment

1.3.2

1.3.3

1.3.4/5

1.3.6A

1.3.6B

Control Position

Control Location

Transfer Information

Collect Scientific (&

Engineering) Data

Control Auxiliary

Power

Type of Performances

Sensing

Regulation

Support /
Position

Separation

Shielding

Maintenance

Space

Propulsion

Guidance/

Navigation

Attitude Control

Surface

Locomotion

Guidance/

Navigation

R eception

Conditioning

Storage

Transmission

Detection

Measurement

Energy Collection

Energy Storage

Power Conditioning

Power Distribution

R e spon sibilit y

Those performances concerned with the

maintenance of temperature, pressure,

and humidity of the space vehicle and

associated subassemblies within the

required operational range.

Those performances concerned with the

repositioning or deployment of mechan-

ical assemblies, i.e., solar collectors,

directional antennas, and experimental

mechanisms.

Those performances concerned with the

relocation or orbital maintenance of the

space vehicle.

Those performances concerned with the

reception, processing, and transmission

of information.

Those performances or changes required

of a sensor such as turn-on, calibration,

adjust output signal by amplification, and

turn-off which are considered to be spe-

cific to the sensor.

Those performances concerned with the

provisioning of electrical power at a

satisfactory operational level.

REMOTE CONTROL STATION REQUIREMENTS

The overall control system is defined as that

set of means required to support the spacecraft

during its operational lifetime. In this project,

this system encompasses the DSIF, GCS, and SFOF.

The remote control station is considered as a seg-

ment of the SFOF.

The responsibility of the remote control station

is to furnish control signals to a class of spacecraft.

These spacecraft have lunar and near-planet destina-

tions. The MARINER, SURVEYOR, VOYAGER, and

ORBITER vehicles are typical of this class. Although

control requirements exist throughout the mission

profile, the greatest stress on the control station is

during the on-station portion of the mission. The re-

quirements originating from this part of the overall

mission are then the primary concern of this study.
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Specificfunctionsmustbeaccomplishedwithin
thespacecraftto achievethemissionobjectives.

1
Control is requiredfor this accomplishment.This
is theresponsibilityoftheRCS. TheRCSoutput,in
theform of commands,mustbefurnishedto the
spacecraftin responseto thedata-collectionobjec-
tives. Thecontrolrequirementsoriginatewith the
needfor determining:(i) existingspacecraftstate;
(2)desiredstateasprescribedbydata-collection
objectives;and(3)requiredspacecraftfunctionsto
achievethedesiredstate. Thespecificcontrolre-
quirementsfor agenericspacecraftareexpressed
in termsof thedata-collectionobjectives;e.g.,

(1) Typeof datato becollected,
(2) Qualityandquantityof data,
(3) Durationof data-collectionprocess,
(4) Missionprofile, i.e., destination

andpathto thedestination,

andthespacecraftfunctionsrequiredto implement
theseobjectives.

Thecapabilityto controla stateis afunctionof:
(1)thetolerancewithinwhichthat statemustbe
maintained;(2)therateof changeofthat state;and
(3)the stabilityof therate. Dependinguponthese
variablesalone,thecontrolofthestatein question
canbeallocatedto: (1)thespacecraft,i.e., the
responserequirementsexceed the ground-control

capability; (2) ground-based, automated-processing

and decision-making equipment; and (3) ground-

based, manual decision making and control. To

facilitate the allocation of ground-based means re-

quired to effect various state changes, a classifica-

tion of the spacecraft state changes was derived by

inquiring into the ability of the ground-based control

system to predic.t future state changes necessary to

accomplish the mission objectives. These classes

were defined as control types I, II, and III. Control

type I is predictable on the basis of either a time-

or event-based state, thereby relegating the problem

primarily to one of detecting the initiating state.

This type of control is highly amenable to automation.

Control type II is similar to type I except the

initiation state is predictable in form only (i. e., not

in time), and the corrective action is a function of

1
Control means assessing the vehicle or subsystem

status, determining a course of action, and imple-
menting that desire.

the time of occurrence of the initiating state. This

type of control is also amenable to automation but

not as easily as I, since more control alternatives

must be considered.

Control type III is the most complex in that the

initiating state can only be predicted in gross form

and the corrective action cannot be specified in ad-

vance. This type of control cannot be automated and

generally requires a skilled and experienced deci-

sion maker.

COMMAND/CONTROL REQUIREMENTS

The first step in defining the specific require-

ments for the RCS was to synthesize the spacecraft

requirements information presented in the previous

section and present them in terms specific to the

RCS. The results of this synthesis are presented in

tables 2-11 through 2-17 in the form of command/

control requirements for the RCS.

The command/control requirements were ob-

tained primarily from the spacecraft functional re-

quiremems tables {tables 2-5 through 2-9). Although

some modifications were made to orient the require-

ments to the RCS, the two sets of tables are quite

similar. The differences occur primarily from

limiting actions and information needs to the RCS

situation. In addition, television control is treated

as a separate set of command/control requirements

whereas it was treated as part of scientific data

collection previously. The data were obtained by

synthesizing various JPL documents describing the

requirements for and use of television in scientific

data collection.

Despite the details provided, the command/con-

trol requirements presented in tables 2-11 through

2-17 represent the top-level requirements for the

RCS. They are the governing set of requirements

for all subsequent analysis/design endeavors. They

provide the basic set of inputs and outputs require-

ments for the RCS. The outputs are defined by the

action necessary column (column 5). The criteria

for the action are defined in columns 1, 2, and 3.

The conditions which determine when the control

actions are required are defined in column 4. The

inputs, or information required, to guide the con-

trolling actions are provided in column 6. Column

7 indicates the relative complexity of the controls.
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The I, II, and III codes in column 7 are the con-

trol type codes used in tables 2-5 through 2-9. The

letter codes are specific to tables 2-11 through 2-17

and were used merely to "capture" judgments rela-

tive to complexity obtained while analyzing the sub-

sets of each function. These judgments proved to be

of some use in later efforts for allocating means,

but the contribution to design conceptualization can-

not be quantified. They are included merely to show

the judgments made during the analysis since these

judgments had some unknown effect on design

conceptualization. The codes are described below.

Complexity a.--A simple task of cor-

relating a quantitative value received by

telemetry data or switch position with a

specific spacecraft state. Little or no

interpretation is required since there is

a one-to-one correspondence between the

existing state and the cue. An example

might be telemetry data from a micro-

switch indicating that a mechanical ele-

ment is against a stop. Assessment of

this order of complexity can be easily

programmed for computers.

Complexity b. --A moderate amount

of interpretation is required to establish

or estimate the true state of the space-

craft function or subsystem of concern.

It is anticipated that this order of assess-

ment complexity will require the attention

of personnel to a limited extent even though

computer programs could be written to

correlate telemetry data with an existing

stat.e. An example of an assessment func-

tion complexity of type b might be to deter-

mine that the temperature of a particular

electronic compartment was due to solar

impingement instead of an overloaded

electronic component.

Complexity c. --The most severe

assessment loads occur in this category.

Analysis, interpretation, and judgment

of such an order to require man comprise

this order of complexity. Assessment of

the spacecraft environment by photoanal-

ysis is an example of assessment type c.

Situations where multiple contingencies

exist will probably require assessment

of this complexity.

CONSTRAINTS AND DELIMITATIONS OF RCS

SFOF Characteristics (See the JPL SFOF Design Book,
Vol. I, October 1963.)

Since the RCS is to be situated within the SFOF,

certain characteristics of the SFOF will have a con-

straining effect on the design of the RCS. These

characteristics are discussed briefly in this section.

The primary function of the SFOF is to provide a

relatively mission-independent capability for data

processing, data analysis, information display, com-

munications, and DSIF support.

The SFOF is located at the Jet Propulsion Labo-

ratory. It has been designed to reflect the philosophy

that the effective planning for, and execution of a

spacecraft mission is best conducted from a central-

ized facility. The facility currently comprises mis-

sion-independent, facility-oriented functions, and

mission-dependent, pro3ect-oriented functions. The

mission-independent functions encompass data pro-

cessing, communications, facility control, and DSIF

control. The requirements for these functions vary

relatively little from project to project, Mission-

dependent functions that vary in execution (but not in

function) are analysis of spacecraft performance,

analysis of flight path, and analysis of the television

images. The specific requirements of these functions,

of course, vary from mission to mission.

It is assumed that the RCS will be responsible

for the real-time control commands. Currently,

there is no provision for providing a direct link to

the DSIF from the RCS (within the SFOF). This could

become a severely limiting constraint for real-time

control if the lack of a direct link results in a signifi-

cant time delay in transmitting the necessary com-

mands. The specific allowable delay between the

initiating state and the achievement of the required

state is not yet known. Considering the fairly large

percentage of type III control, the lack of a direct

link could place a time stress on relatively complex

real-time decision making. This stress can only be

alleviated by reducing the time delay between the

decision to execute and the ability to do so. This

indicates that a direct couple system (RCS to DSIF)

would be highly desirable. The necessity for a direct

couple system cannot be verified until a quantitative

analysis of operating time requirements is conducted.
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Table 2-18. Ground Communications System Within the Deep Space Network---July 1965

NOTE: Simultaneous Terminations are Hardware Limited at DSN Communications Center'*

STATION DIRECTION TELETYPE VOICE HIGH-SPEED LINK CAPABILITIES

Goldstone

DSIF 11

DSIF 12

DSIF 13

NOTE

Australia

DSIF 41

DSIF 42

South Africa

DSIF 51

DSIF 61

Eastern Test

a_n_e

Cape

DSIF 71

*Taken fror_

**Projected

Outgoing to SFOF

Incoming from
SFOF

Backup Facilities
Landline

Outgoing to Adelaide

Incoming from Adelaide

Outgoing to SFOF

Incoming from SFOF

Outgoing to SFOF

Incoming from SFOF

Outgoing to SFOF

Incoming from SFOF

Outgoing to SFOF

Incoming from SFOF

JPL Engr. Planning Document No. 283, September 1965.

Microwave Carrier

Video Channel = 60 cps/
6mc

Wideband Data Channel

300 cps/96 kc

Teletype = duplex lines

High-Speed = 60/1200

bps line transfer
rates

Teletype = duplex lines

High-Speed = 550 bps
line transfer rates

Teletype = duplex lines

High-Speed = 600/1200
bps line transfer
rates

Teletype : duplex lines

High-Speed = 600/1200
bps line transfer
rates

The SFOF can make available to the project

users various displays and devices. These include

teletype (TTY) page printers, reperforators, and

input keyboards; closed circuit television (CCTV)

monitors; data-processing system (DPS)input/output

devices; bulk printers; card readers; teleprinters;

plotters; analog recorders; and wall-mounted dis-

plays (ref. JPL/EPD- 283). It appears reasonable to

assume tb__t RCS functions will be required to use these

means if they can satisfy the requirements for the

functions.

Communications Link

The values assumed to be representative of the

information links between the spacecraft and the re-

mote control station are also a function of the Ground

Communications System (GCS). This system--part

of NASCOM--is assumed to have the existing capa-

bilities represented in table 2-18.

Further improvements to the communications

system may include:

1. Data transmission rates up to 7200

bps via telephone circuitry;
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2. Communications processors with

nanosecond access time, 100k core, etc.;

3. Digitized voice channels on HF radio path;

4. Adaptive HF radio with 50 m sec shifting;

5. Communications via satellite, either

NACOM-owned or commercial.

For this study the information exchange between

the remote control station and the space vehicle was

assumed to consist of three links. Each link is

briefly described as follows:

Command Link

The expected range of command capability,

expressed in bits per second, is assumed to be

from 1 to 200. It is anticipated that i0-i00 bps will

be common. This is in conformance with the design

specifications for command verification equipment

to be used at the DSIF, per JPL Spec GMG-50109-

DSN-A, 20 October 1964. A command word may

consist of nominally 10-20 bits; therefore, the time

to transmit a single command may vary from I/i0

to 2 seconds.

Telemetry Link

The received information, spacecraft to Earth,

may vary considerably, depending upon the distance

from Earth and the telemetry mode selected. The

variation may be as high as from 4 bps from a sim-

ple planetary space vehicle like MARINER, to 4400

bps for an advanced lunar vehicle such as SURVEYOR.

Advanced lunar vehicles are expected to have telem-

etry rates that permit transmission of all of the re-

quired measurements within about 5 seconds. The

transmission rate of a planetary vehicle may be a

factor of ten slower than that of a lunar vehicle, if

the same spacecraft configuration is used.

Picture Link

At lunar distances, the power requirements for

the transmission of images does not require long-

term image storage. The target of a vidicon will

hold the picture for a few seconds so that readout

can be accomplished. Thus, at lunar distances, it

is assumed that an image may be obtained and trans-

mitted towards the Earth within a few seconds of

receipt of the command at the spacecraft. Longer

storage times imply longer transmission times.

For MARINER, this time amounted to several hours.

Communications Window

Spacecraft on-station functions impose three

types of problems relative to ground control. These

are concurrency, priority, and viewing. Multiple

spacecraft control compounds these problems, since

different DSIF may be operated simultaneously or

one DSIF may have to be time-shared between space-

craft. Other ground-based resources of the data-

collection system may be similarly involved.

In view of the limited time available (i. e., the

life cycle of the spacecraft), it might be ideal to

collect all scientific data simultaneously. This is

not possible, however, because of limited power

availability, limited bandwidth to command the

spacecraft subsystems and telemeter the resulting

information back to the ground, and the need to col-

lect data under a diversity of conditions. This latter

requirement necessitates collecting data over a pe-

riod of time either to achieve the desired environ-

mental conditions or to obtain the necessary sample

over a representative time span. Power and band-

width constraints may be noted in all spacecraft

systems. For example, potential interference is

noted in the seismic experiment wherein other sub-

systems which may generate artificial noise may

have to be shut down.

Since concurrency is not always possible or

desirable, collection of data very likely will be

scheduled on a priority basis, assuming certain

types of information have more value to the scientific

community than others. With this consideration, a

hierarchy would be arranged for the meeting of

experimental objectives. Although the primary

requirement of the spacecraft on-station is the col-

lection of scientific data, it may be necessary to

interrupt this function to attend a different functional

subsystem that shows indications of degraded perfor-

mance. An example is the requirement to reorient

the solar energy collector because of a decreasing

voltage in the auxiliary power subsystem. Generally,

these interruptions are concerned either with the

degradation of information being collected or the

survival of the entire spacecraft.

Viewing problems may result either from the

Earth's rotation, the planet's rotation, or th(' space-

craft's orbit about the planet. In all three cases,

the problem is loss of direct communication with

the spacecraft for the duration of the problem.
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Consequently,the overall problemof scheduling

subsystem performances on the basis of priorities

or concurrencies will be affected also by the prob-

lem of the available view window. Even though a

certain performance may have a high priority, it

may be necessary to abbreviate that performance

because of an impending loss of communications

coverage. When the Earth's rotation is responsible,

it is not possible to have the spacecraft in direct

communications with a primary tracking station

(Goldstone). It has been hypothesized that the exclu-

sive experiments require a primary tracking station

because of the communications bandwidth between

the DSIF and a centralized ground-control station

whereas the concurrent functions may be conducted

with a narrower bandwidth. The resolution of these

constraints will impact the RCS both in terms of

operational concepts and available response times.

Telecommunications blackout due to the eclipse

of an orbiting vehicle, or planetary rotation, which

results in communications shading of a soft-landed

spacecraft may cause an additional constraint.

Figure 2-13 indicates the constraint of performing

exclusive functions A, B, and C to the time limit of

direct primary tracking-station coverage. In the

generation of these diagrams, it was assumed that

all functions require direct control of a tracking

station with the exception of concurrent functions B

and C. The performance of the exclusive functions

is abbreviated in order to complete data collection

prior to loss of primary tracking-station coverage,

after which time the three concurrent functions are

simultaneously performed until the blackout period

starts. During the blackout period, concurrent

functions B and C are placed in storage. After

completion of the blackout time, the information

is read out and direct control is again effected.

SPECIFIC RCS QUALITATIVE REQUIREMENTS

As indicated previously, the command/control

requirements obtained from synthesizing the space-

craft state-change and functional requirements

represent the top-level requirements for the RCS

segment of the total system. Requirements at one

further level of detail are required to permit

GOLOSTONE

CANBERRA

JOHANNESBER6

FUNCTIONS :

! EXCLUSIVE "A"

EXCLUSIVE "B"

EXCLUSIVE "C"

1T CONCURRENT "A '°

CONCURRENT "B"

CONCURRENT "C"

-;-;.;.;......-:........-.....-..;....-;.;...,;-....;:.:.;.:.-...:.:.:.;.:<,
_.%-..'.%°,,%%%o,

BLACKOUT

PRIMARY

ISEc°N°ARYlSECONOAR]
_ PRIMARY

Q

SECONDJ

_PRIMARY

,RY I

SECONDARY

3

I
I

B

D

"ON STATION"

Figure 2- 13. Gross time line for spacecraft functions covered by primary and secondary

tracking stations, with blackout period.
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development of a conceptual design. The basic

functions of the RCS must be partitioned out to allow

design considerations to be applied at reasonably

manageable levels (ground rule 19). The RCS sys-

tem is too complex to attempt an approach in toto.

The requirements defined at the functions level

are termed "qualitative requirements" since no

quantitative value is assigned, The requirements

identify the required performance, but do not specify

accuracy, quantity, and/or reliability in measurable

terms. Quantification is a necessary step but must

be preceded by definition of the qualitative require-

ments.

The state-change analysis technique was used

to define the qualitative requirements. To assure

systematic analysis and proper scoping of the task,

a set of assumptions was developed at the outset, to

present the analysis of areas which probably would

not be fruitful because of existing approaches or

constraints. These assumptions are described

below.

Assumptions

1. The control of spacecraft experiments and

support functions in real time during the on-station

portion of the mission was assumed as a basis for

detailed analysis.

2. The implementation of only those functions

indicated as principal functions was to be studied in

detail. These functions are identified later.

3. Implementation of the specified functions

within the RCS would be accomplished by means

available within the existing state of technology.

4. All control would be accomplished by means

of digital command words. The composition of each

word is defined by the telecommunications link.

5. Since all command elements (single com-

mand words) can be defined by referring to specific

equipment characteristics, their formulation was

assumed to be accomplished prior to the mission

operational phase and is a function external to the

RCS.

6. The storage of single command words was

assumed to be a function of the SFOF support com-

plex. The command elements will be addressed by

an RCS function for formulation into command

sequences for real-time control.

7. When command elements can be ordered

into sequences prior to the operational requirement,

prior formulation and storage of these sequences was

assumed. There are some command sequences which

must be structured " " "on-hne ; therefore, formulation

of command sequences is required within the RCS.

8. It was assumed that commands would be

verified after release from the RCS by means of

equipment similar to that planned by J PL telecom-

munications personnel (JpL Spec GMG-50109). Com-

mand verification or reliability requirements are a func-

tion of the potential effect of erroneous commands.

9. Although there are times when the RCS must

perform computation that will require automatic

processing systems, the conversion of the raw data

into a form compatible to the RCS (assumed to be of

such a nature that it may be displayed or used as

computer inputs) is assumed to be accomplished by

an RCS external function. The television ground

data-handling system (TVGDHS) is such a function.

10. The mechanism to be controlled is assumed

to have been designed according to the following

philosophy:

a. All actions are to be accomplished in

step fashion, either on the basis of

time or displacement.

b. No OFF state will be designed to

require a state change to avoid mech-

anism damage, if this is possible;

i.e., in the absence of a command,

the only loss would be either data or

time. There are instances, such as

temperature rise or fall, where this

condition is unavoidable.

c. Resource expenditures on-board the

spacecraft should be minimized

during periods of inactivity.

State-Change Requirements

As indicated in the discussion of spacecraft sys-

tems, the intermediate state changes provide the

boundaries for functions and each pair of state

changes defines the requirements for a function.



Thus, the intermediate state-change requirements

described in this section are the basic set of re-

quirements for the major functions comprising the

RCS. Specifications of performances required

within functions are termed "functional require-

ments. " State-change requirements are presented

in the form of functional-flow logic diagrams, and

functional requirements are presented in both nar-

rative and tabular form.

The intermediate state changes of the RCS

were derived by first determining the sequential

order in which a set of data (either scientific data

or data reflecting spacecraft states) must be

changed to "knowledge" states (knowing the actual

condition of the spacecraft or scientific data) and

eventually to command signals. The references

for the input data states are actual states (or a set

of conditions) of the spacecraft and the total set of

scientific data required. Major contingency states

were then identified to define those functions neces-

sary to account for the most likely errors. These

latter functions represent the first set of functions

assigned for reliability purposes. The set of func-

tions identified by this analysis represents the first

functional configuration of the RCS which (1) defines

the basic state-change requirements of each func-

tion in general terms, and (2) identifies the basic

relationship between functions.

In addition to the assumptions discussed in the

previous subsection, development of the initial

functional configuration of the RCS was based on the

one basic concept that command preparation is a

function of command type. The three different

command types require different orders of state

changes in order to achieve rapid response through-

out the system. The major differences are dis-

cussed below.

Type I

All type I command sequences can be prepared

in advance of the mission and stored within the RCS

or DSIF. Thus, the use of these commands can be

predicted on the basis of an event- or time-based

state. They can be retrieved and transmitted to

the space vehicle as required.

Type II

The commands that comprise this set can be

prepared prior to mission operation if provision is

made for sequence revision prior to or during trans-

mission. It is assumed that manual or automatic

insertion of commands between fixed sequences will

occasionally be required. The requirement for mod-

ification can arise from feedback data or from a

desire to perform some activity in a different fashion.

For example, a programmed panoramic video survey

may significantly reduce the overall time of perfor-

mance even though the sequence may require that an

occasional corrective command be inserted into the

command string.

Type III

When space vehicle operations, such as move-

ment on the surface, or grasping of objects with an

articulative arm, are contemplated, the sequence in

which the commands are to be transmitted cannot be

predicted in advance. Command sequence fragments

may be combined with basic command words to for-

mulate a "continuous" sequence in real time to ac-

complish the desired objective. It is assumed that

manual command-sequence information will be

accomplished by actuating controls that "address"

command words or sequence fragments. These ele-

ments may be transmitted to the spacecraft on an as-

retrieved basis, or recorded and transmitted like a

type II sequence.

The basic state-change requirements of the RCS

(i. e., the functional configuration) are presented in

figure 2-14. The basic inputs to this configuration

are the data obtained from the spacecraft (interfac-

ing block (s) on the right-hand side of the diagram)

with the intervening telemetry data-transfer block

(o) shown on the upper-left corner of the diagram.

Although the input is shown simply as "decommutated

telemetry stream at SFOF, " the data are comprised

of a complex set of signals represented in column 5

(Information Required to Determine Current State)

in tables 2-11 through 2-17. The basic requirement

for function 1 (Process Data) is to transform the

data into a state acceptable to means of data presen-

tation. In addition, the function will be responsible

for transforming command sequence data stored

temporarily in the spacecraft into a form which will

allow comparison with the command sequences in

the form originally transmitted to the spacecraft. It

is assumed that this function will also require data

on the elapsed time of missions, a computer program
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either case, the basic state-change requirement is

to convert the required courses of action to command

states.

The basic requirement for function 9 (Convert

Command Sequences to Y Form} is to convert the

command sequences provided by functions 7 and/or

8 to a form which can be compared with the desired

sequence. This latter comparison is made in func-

tion 11 (Compare Ready Command Sequence with

that Desired} which will use the courses of action

(identified in function 3 and reviewed in function 4}

as the basic reference or standard. If the command

sequences are not those originally specified in func-

tions 3 and 4, the process of retrieving, or forming,

command sequences will be reiterated. If the com-

mand sequences are appropriate, the subsequent

function will be function 13.

In all cases, it will be necessary to determine

that the quality of the command sequences is above

a given minimum allowable level. This is accom-

plished in function 10 (Check Technical Accuracy of

Command Sequences} which will use standards pro-

vided by interfacing function (n)--Command Criteria.

The basic state-change requirement is to change the

knowledge state of the quality of command sequences

from an unknown state to a known state. The adverse

state, or the NOT state, of this function will be when

the known (or measured) quality is below the mini-

mum standard. This will result in reiteration of the

command retrieval or reforming loop. Note that

function 10 does not change the state of commands.

It merely changes the state of knowledge about the

commands, thereby allowing decisions. These

knowledge-changing states (requiring some sort of

measurement} are included to assure a minimum

level of reliability in the system. Subsequent quan-

titative assessments may indicate that these func-

tions are not required, or, conversely, that more

of these functions are required.

If it is determined that the command sequence

quality meets the minimum standard, it will be

placed in temporary storage in function 12, and, in

certain cases, it will be placed in permanent com-

mand sequence storage so that the sequence can be

used in similar situations at a later time.

Subsequent to the above functions, the remaining

functions will be concerned with changing the loca-

tion of the command sequences from the RCS to the

spacecraft, i.e., transmitting the command se-

quences. The initial state-change requirement for

transmission is to determine that the command se-

quences designated for transmission are in agree-

ment with both the mission plan and the spacecraft

performance capabilities, i.e., they are acceptable

to the spacecraft. Although an initial indication of

this agreement will be known in function 4, the final

knowledge state must be determined after the detail-

ed command sequences have been defined. In order

to accomplish this function, it will be necessary to

have information on elapsed time, the current mis-

sion plan, recordings of previous command trans-

missions, and the command sequences which need

to be transmitted. If the command sequences are

not compatible, the entire loop, starting from func-

tion 2, will have to be reiterated. If the command

sequences are compatible, they will be transferred

to the DSIF in function 14 (Transfer Command Se-

quences to DSIF). The command sequences will be

placed in temporary storage at the DSIF in function

15 and again the technical accuracy will be checked

in function 16. Incompatibilities of the command

sequences will result in either re-initiation of the

transfer function in function 14, or repeat of the

retrieval or command sequence formation in func-

tions 7 and/or 8.

If the command sequence has not been trans-

mitted before, it will be transmitted in function 17

(Transmit Command Sequence to Spacecraft} and will

be recorded and stored in function 19. If the com-

mand sequence is one which has been transmitted

before, the sequence will be routed to function 18

wherein the command sequence will be compared

with the response received from the spacecraft. If

the two are compatible, a signal will be sent to the

spacecraft to release the command; if not, the sig-

nal will be either retransmitted through function 17

or designated for further coordination, depending

on whether this is the first occurrence of incompat-

ibility, the second, or alater occurrence.

Examination of the functional configuration in

figure 2-14 indicates that functions 2 (Assess Situa-

tion} and 3 (Determine Course of Action} account for

the major state changes, i.e., chan_e of state from

data to knowledge on the required course of action.

To identify more specifically the changes of state

required for these two major functions, they were

partitioned to one lower level of detail. The functions
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were partitioned in parallel fashion since the con-

cern was not with changes of states in sequence, but

rather with different changes of states resulting

from different spacecraft or scientific-data states.

The result of this "parallel" partitioning is presented

in figure 2-15. The Coordinate and Review functions

and the Retrieve Commands function are presented

in an "unpartitioned" manner merely to show the

relationships. This lower-order partitioning re-

vealed an interesting result in that the output state

(knowledge of the state of a given spacecraft segment)

of an Assess Situation subfunction is seldom the only

input state required for the subsequent Determine

Course of Action subfunction. Knowledge of the

status of antenna pointing angles is required know-

ledge for the Transfer Information, Control Position

(Antenna), and Control Position (Solar Array) sub-

functions in the Determine Course of Action function.

Thus, the partitioning served to indicate the various

interrelationships between subfunetions in the Assess

Situation function and the subfunctions in the Deter-

mine Course of Action function.

The criterion for partitioning functions 2 and 3

was basically the differences of the state changes

resulting from various categories of spacecraft or

scientific-data states. These state-change cate-

gories correlate quite well with the spacecraft state

classes, or the six major spacecraft functions iden-

tified in the previous section. There are some dif-

ferences, however, in that the position states are

divided into three classes and the scientific data

states are grouped into three classes. Position

states are divided into antenna positions, boom posi-

tions, and solar array positions. The scientific

data states are grouped into TV data, data on exper-

iments using the deployable sensors, and data on

experiments using nondeployable sensors. The

rationale for this separation is strictly judgmental

and, as stated before, based primarily on anticipa-

tions of different state changes required within the

RCS.

Further Delimitations of the RCS

Initial analysis of the functions delineated in

figure 2-14 indicated that (i) time would not permit

a reasonable level of design analysis of all the

functions, (2) analysis of some of the functions

would merely serve to "define the obvious" since

JPL has had considerable experience in successfully

implementing similar functions (e.g., data process-

ing and converting the data form), and (3) the major

state changes were accomplished by a relatively

small number of functions. Therefore, a decision

was made to limit the RCS to (i) those functions

effecting the major changes of state and (2) those

functions interacting directly with the functions ac-

counting for the major changes of state and could

not be treated apart from them.

As indicated previously, the major changes of

state within the functional configuration in figure

2-14 occur through the combination of functions 2

(Assess Situation) and 3 (Determine Course of

Action). Through these two functions, a set of data

states is transformed into knowledge of corrective

actions required. Thus, functions 2 and 3 were

selected as the core functions of the RCS. Function

6 (Predict Effect of Course of Action) was selected

for inclusion since it is basically a subset of function

3. Function 5 (Update Mission Plan) was included

due to the anticipated need to adjust the total plan on

the basis of current situations. It was anticipated

that many missions would be initiated without spe-

cific hypotheses to test and the conduct of the mis-

sion would depend on the specific situations as they

are assessed. The Review (4) and Coordinate (13)

functions were included to account for intcgration of

subsets of decisions into a single set (system level).

The command retrieval (7) and formation (8) func-

tions were included to (I) assure transformation of

"knowledge" into commands, and (2) account for

RCS-peculiar requirements for command retrieval

and / or format ion.

A general block diagram of the eight functions

selected for inclusion in the RCS is presented in

figure 2-16. Details are not provided since the

state definitions are provided in figures 2-14 and

2-15.

Functional RCS Requirements

The functional RCS requirements refer to the

performances required of individual R CS functions.

These represent the lowest order of requirements

presented in this report. So the reader will not be

disappointed, it should be noted that detailed de-

scriptions of performances required within each

function are no_.__tpresented. This lack of detail is

partially by design and partially due to lack of time

in the study.
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The specific performances required within each

function must be based on the specific class of mech-

anism used in individual spacecraft systems and

quantitative values assigned to the state parameters

bounding each function. Although an attempt was

made, it was not possible to develop a comprehen-

sive list of candidate spacecraft mechanisms within

the scope of this study, or to assign quantitative

values to the state parameters. This meant that

detailed analysis of the individual RCS functions

would not be cost effective at this time.

Even though a detailed analysis of the functions

was not possible, some additional analysis was nec-

essary to allow initial development of the conceptual

design. Since the state-change requirements define

the basic requirements for a function, it is evident

that further definition of the function is required

only if the state-change requirements do not provide

sufficient details to allow allocation of physical

means to the functions. Furthermore, the lack of

quantitative requirements means that emphasis at

this time should be placed on the information re-

quired for qualitative assignment of physical means

based on engineering judgment rather than a cost-

effective assignment.

The combination of the command/control re-

quirements in tables 2-11 through 2-17 and the

detailed flow diagram for functions 2 and 3 (figure

2-15) provided considerable details on the state-

change requirements of the key RCS functions.

Rather than repeat the same state-change informa-

tion, it was decided to concentrate on identifying the

basic characteristics of the states relevant to the

RCS functions and the factors which could affect

performances within the function. This analysis

was conducted for all the functions identified in

figure 2-14, primarily because it was conducted

before certain functions were eliminated from RCS

considerations. In the event that the data might be

useful to JPL, the data for all the functions are pre-

sented in table 2-19. Only functions 2, 3, 4, 5, 6,

7, 8, and 13 are of concern to the RCS.

Note that the input and output states are treated

only in general terms. More detailed definitions of

these states may be obtained from tables 2-11

through 2-17. The state characteristics are expan-

sions (where necessary) of the state definitions

provided in figure 2-14. The major contributions

of table 2-19 are represented in the final column,

i. e., factors affecting functional performance.

Although the entries are judgmental, they proved to

be useful since the judgments were based on detailed

considerations of the types of performances required

within each function.

As a final step in defining the functional require-

ments, a general description of each of the eight

RCS functions is provided. These descriptions

represent a summary of the types of performances

assumed in identifying the "factors affecting function

performance" for table 2-19.

Assess Situation (2)

The term "assess" means to estimate, appraise,

or evaluate. In the context used here, assessment

is defined as the act of estimating the true state of

the system or spacecraft function under concern.

The assessment function requires access to incom-

ing telemetry data on the parameters relevant to the

system state of concern, a priori knowledge of the

mechanical, electronic, or chemical structure of

the spacecraft means, information correlating a

particular state with cues received by telemetry

data or by other means (e. g., simulation where

direct observation is possible may display behavior

patterns not discernible from telemetry alone); how-

ever, if the patterns are repeatable, auxiliary cues,

such as response rate, might aid assessment. The

assessment function may be as simple as observing

quantitative data received from the spacecraft and

concluding that this data represents the state of the

system of concern, such as the temperature of a

sensor. On the other hand, assessment can become

a highly judgmental function. Contingency situations

present the assessment function with its most de-

manding requirement. The anticipated complexity of

this function has previously been defined, page 2-42.

A certain degree of analysis is usually required to

adequately assess a state. Therefore, analytical

means are necessary for the assessment function.

During this function, no attempt is made to predict

what new state would occur if a particular course of

action is taken, nor to determine how to achieve a

specified state. This requirement is accomplished

under an allied function, termed "Determine Course

of Action. "
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Determine Course of Action (3)

This function is defined as the act of specifying,

or designating, the steps to take to change the exist-

ing state of a spacecraft system or function to anoth-

er specified state. The specified state, usually a

desired state called for as a result of a preplanned

mission schedule, is compared to the existing state

and a course of action designated, or proposed, to

accomplish the change. This function requires for

its accomplishment:

1. Historical data on the performance of

the subject spacecraft mechanism or

function under similar circumstances;

2. Experimental objectives or desires that

involve the system or function in ques-

tion in terms that permit identification

of desired states;

3. Constraints in terms meaningful to the

spacecraft system or function on re-

source utilization, time availabilities,

and restricted electronic or mechanical

courses of action; and

4. The results of the assessment function

identifying the existing state.

The results of the Determine Course of Action func-

tion may be to recommend that nothing be done for a

specified length of time, or until a particular state

is achieved, e.g., a given amount of data are re-

ceived from the present configuration. Other results

of this function may be to recommend that particular

steps be executed by means of transmitted commands

to the spacecraft, or that exercises should be con-

ducted to predict what would happen in the event a

selected course of action were followed.

Predict Course of Action (6)

When it is not possible to determine what course

of action should be taken with a sufficiently high con-

fidence level, certain exercises may be required to

gain a higher degree of confidence. These exercises

may take the form of computer programs simulating

the behavior of the spacecraft function or system

under study, manipulation of a hardware model of

the spacecraft system or portions thereof, or con-

sultation with specialty groups that are more familiar

with the operational characteristics of the spacecraft

than are the Remote Control Station operators. It is

anticipated that the requirement for this function will

occur most frequently during contingency situations

where little experience from similar situations can

be brought to bear. The function may also be used

prior to state-change execution to prepare certain

courses of action based upon a given existing and

desired state. The result of this function used in

this manner would be prepared operational sequences

(reduced to command sequences) for use during the

mission.

Update Mission Plan (5)

Mission plans are assumed to exist at varying

levels of detail prior to mission execution. Since

all eventualities cannot be anticipated, it is certain

that modifications to the original plan will be re-

quired. Much of the data for mission plan alteration

will be derived from the Assess function where infor-

mation is gained on what kind of data have been

obtained, the state of the spacecraft during data-

gathering activities, and the remaining capabilities

to follow out the mission plan. The results of this

function may be to alter the time consumed in per-

forming a specific spacecraft function since the pri-

mary objectives may have been met, while other

specified objectives have been determined to require

more time than originally allocated. Unexpected

scientific data may indicate that the previously

designated priorities should be revised, and greater

effort given to exploiting the unforeseen situation.

Although a requirement for the mission plan updating

function can be foreseen, the specific changes or

recommendations resulting from the function are

only determinable during the course of the mission.

Review (4)

The Review function may formally occur at two

different echelons of responsibility and at two dif-

ferent stages of the control process. One review is

assumed to be conducted by the performing level

within the RCS. Prior to submitting the results of

a function, whether it be assessment, determine

course of action, etc., the result is assumed to be

checked, reviewed, or validated. Another level of

review may be conducted by a higher echelon who

has a view of the total spacecraft operation. This

review is considered mandatory for certain courses

of action. If a course of action can result in space-

craft damage, significant data loss, or other ad-

verse, irreversible states, a formal review prior
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to executionappearsto bein order. Standard
operatingproceduresdelineatingthecommands
andcoursesof actionopento localoptionshouldbe
usedto guideoperatorsin this regard. Thesere-
viewsmaybeconductedprior to or afterthecom-
mandsequenceshavebeenretrievedto executethe
proposedcourseof action. It is probablymore
satisfactory,from a reliability standpoint,to
reviewtheproposedcourseof actionandthe
commandsequence.

Coordinate(13)

This is afunctionthatmightalsobetermed
"cooperate." In a systemascomplexasthecontrol
of a spacecraft,manysimultaneousactivitieswill
undoubtedlytakeplace. In orderto operateasa
system,all partsmustcontributeto thesameob-
jectives. Whenseveralpeopleare involved,or
severalmachinesareoperatedconcurrently,co-
ordinationis required. Althoughthefunctional
responsibilityof coordinationmaylie withinthe
projectmanagementechelons,lateral communica-
tionis assumedthroughouttheRCSasrequiredby
theoperatingpersonnel.Coordination involves

keeping personnel aware of conditions and events

that may impact their performance. Direction is

implied in the context that coordination is used

here; thus, this function should be considered

together with review.

Retrieve Commands (7)

Once the course of action has been determined,

the appropriate commands to execute that action

must be retrieved. The Retrieve Commands func-

tion is responsible for obtaining proper commands,

properly sequenced and timed, so that the course

of action may be executed. As previously stated,

this function may occur prior to a review to deter-

mine the compatibility of the course of action with

the desired result. It is assumed that all individual

commands will be held in storage so that as a result

of a particular action (on the part of man or com-

puter) a specific command (or series of commands)

is retrieved and prepared for transmission. Where

a sequence of commands can be associated with a

course of action a priori (many courses of action

can be predicted in advance), a string of commands

can be addressed by a single signal. Preparatory

and terminating commands can be programmed into

the command retrieval system if they can be

associated with the initiating command address. It

is anticipated that many routine state changes can be

handled in this manner.

Formulate Command Sequence (8)

The act of sequencing multiple commands into a

sequence to execute a course of action is termed

"Formulate Command Sequence." This function may

be accomplished by a computer program given cer-

tain initiating signals, or it can be performed by

man addressing individual commands in the sequence

required to execute the desired state change. This

function assumes the Retrieve Command function

capability, and the means to accomplish it may be

synthesized with the previous function. Certain

situations requiring qualitative decisions or judg-

ments of man dictate that command sequence formu-

lation be performed incrementally. Thus, two levels

of command formulation capability will be required.

One is based on a computer with appropriately de-

signed software to generate the command retrieval

signals, while the other is based on a man perform-

ing this function. The output of each means may be

generated prior to its use and stored until such time

as it is needed. Once the command sequence for a

particular course of action has been secured, it may

be transferred to the DSIF for immediate or subse-

quent transmission.

SYSTEM-EFFECTIVENESS CONSIDERATIONS

Current interest in the concept of system effec-

tiveness is the result of an evolutionary process

which began with the realization that simple measures

of performance were oftentimes inadequate and inac-

curate estimates of the worth of complex systems.

For example, an aircraft which has excellent speed

range and payload may be very ineffective due to its

inability to deliver its payload on the target (the B-70,

for example). Because of difficulties such as these,

the concept of performance measurement has evolved

to the point where it is now accepted by many that

system effectiveness is a measure of the degree to

which system objectives are achieved, Examples of

such measures are Circle of Error Probability

(CEP), probability of intercept and destroy, and

flying hours per aircraft month (in the case of a

transport aircraft). Some general criteria for

measures of effectiveness are:
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1. Relatability to higher-level objectives.

2. Consistency with the authority and

responsibility of the group performing

the analysis (i.e., don't ask a design

engineer to increase the knowledge of

the universe by "X%").

3. Measurability.

To apply the system-effectiveness concepts to

the RCS, the objectives of the system must be de-

fined. Some have questioned the necessity to use

the data objectives defined in earlier sections of

this chapter as the objectives for the RCS. They

have suggested that the objective of the RCS is to

control the unmanned spacecraft. This raises the

question of how to measure the degree to which this

objective is achieved. It might be said that control

is successful as long as the spacecraft is doing what

is desired of it. If this is acceptable, then is it not

true that the true objective of the RCS is to make the

spacecraft do what is desired.

Assume for the moment, however, that the

objective of the RCS is to send control signals to

the spacecraft. Intuitively, it might be said that

this objective is achieved as long as we send these

control signals where we desire to send them, and

that the signals sent are, in fact, those which we

should have sent. Basically, these factors are mea-

sures of time and reliability. Before adopting this

approach, however, it should be reviewed in light of

the criteria for effectiveness measures. If it is

agreed that these criteria are in fact valid, then it

is not too difficult to show that the above-mentioned

effectiveness measures are not the most useful.

First, how are these measures relatable to higher-

level objectives (criterion 1) unless we know the

effect of variations in timing and reliability? This

is felt to be the most glaring deficiency of such an

approach. Secondly, in order to send the proper

control signals to the spacecraft, one must know

something of the spacecraft status and the desired

states. Measures to determine the degree to which

the data-collection objectives have been met depend

upon criteria by which to measure the accomplish-

ment of these objectives. Therefore, effectiveness

definition is contingent upon a definition of the

spacecraft objectives.

Because of these and other difficulties inherent

in using narrow measures of effectiveness for the

RCS, it has been concluded that since the true objec-

tive of the RCS is to guide the spacecraft in the exe-

cution of certain tasks, measures of effectiveness

of the RCS should reflect the degree to which this

objective is achieved. This approach does not pre-

clude the possibility of arriving at a standard set of

RCS criteria independent of specific spacecraft

objectives; however, it does not appear that such a

standard set could be obtained without somehow

relating RCS performance to spacecraft performance

at the outset.

Relating RCS Performance to

Spacecraft Performance

Based on the assumption that the objective of

the spacecraft is to obtain information through the

execution of certain experiments, the relative effec-

tiveness of the RCS might be expressed as follows

x 1 x 2 x 3 x
n)

ERC S = f(a 1 -- a 2- a 3 -- ... a (1}
x I ' x 2 ' x 3 ' n x n

where

x. = a measure of the information required from
l

the ith experiment, given an optimal plan,

no contingencies, and no time delays or

errors in the RCS. The x. may be a num-t

her of samples, ameasure of confidence,

or area coverage; however, these must be

obtained from those responsible for exper-

imentation.

x. = a measure of the information obtained from
l

the ith experiment, given that the RCS is

in the loop.

a. : weighting factor of the ith experiment.
I

If the function described by (1) is linear, effec-

tiveness could be described as follows

x 1 x 2 x3 X__n_n
ERCS = al _-1 + a2 _ + a3 x3 + "" an Xn

n

and, if y_ai = 1, Max ERC S

i = 1

= i and Min ERC S = 0

In other words, the relative effectiveness of the

RCS would be expressed as a nondimensional variable

ranging from 0 to 1.
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Candidate Effectiveness Measures

The above indicates that the proper selection of

x. is crucial to a development of a useful system-
i

effectiveness measurement/assessment approach.

Candidate criteria parameters are discussed in this

subsection along with approaches to measuring the

parameters. The specific parameters and measure-

ments will depend on the purpose of individual

experiment types, availability of information on

candidate mission plans, and information on similar

experiments. Thus, the final selection is anticipated

to be an integral part of implementing the general

approach discussed in this chapter.

In order to establish candidate effectiveness

criteria, it was assumed that each of the planet

state characteristics (about which data are required}

has a true (but unknown) mean value, and that the

purpose of a typical mission is to provide estimates

for k of these characteristics, which have the true

mean values, _'I' _2 ..... _'k"

It was further assumed that, because of limited

resources and spacecraft life expectancy, the mis-

sion plan will call for allocating times to the k

experiments: T1, T 2 ..... T k. For initial alloca-

tion purposes, these times can be allocated indepen-

dently of any consideration of RCS delays or errors,

i.e., a perfect RCS can be assumed. For those

experiments involving discrete measurements, these

time allocations result in a specification of the num-

ber of samples taken for each experiment. If t. is
1

the time for one sample of the ith type experiment,

T.
1

= --
ni t. (1)

1

is the number of data samples for the ith experiment.

The n. observations of characteristic i allow
l

an estimate of the value of _i" This estimate is

n.

1 1
-- _ X..

Hi ni j "'= 1 1j (2)

where the values xii represent the successive

measurements of characteristic i.

A Vector Measure of Effectiveness

One possible measure of the effectiveness of

the data-collection mission in fulfilling its objective

is the accuracy with which the estimate x.
1

represents the true values ui" For example, one

objective function for the ith experiment might be

OF1 (i)= E [ xi- _il] (3)

which is the expected value of the absolute error,

given n i observations are made for experiment i.

Other possible objective functions include the

expected percentage error:

(4)

and the expected squared error:

OF3 (i)= E [(][i__i)2] (5)

Whichever of the above measures is used (if

any), the result will be a vector representation of

the effectiveness:

[ ,]Mp OF (1), OF (2) ..... OF (k (6)

A Single Measure of Effectiveness

If a single index of effectiveness is required,

weighting values w i can be used to represent the

relative importance of the different experiments to

the overall data-collection mission. In this case,

the above objective functions become

k [ ]OF 1 = _ E x i -._. w.1 1

i=1

(7}

k [_i - ui]

°F2: i:lEE wi

OF 3 = _. E _i - _i } wi

i=l (9)

O<_wi<l

For example, if OF 2 is used, the objective

function is the average percentage error of the

experimental measurements, where each experi-

ment is weighted according to its importance. (If

all experiments are regarded equally important,
1

w i = _ for each i.)
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EffectivenessofImperfectRCS

Let usassumewehavechosenanobjective
function,say OF1, andconsidernowthecaseof an
imperfectRCS,withtime delaysandpossiblyerro-
neousdecisionsandcommands.Ananalysisof RCS
functionsshowsthatdueto time delaysandcertain
kindsof errors, lost time for performingthe k
experimentswill haveexpectedvaluesAT1, AT2,

.... AT k. This will leave the available time for

performing experiments reduced; for the ith exper-

iment, the available time is T i - AT i. This, in

turn, will result in a reduced number of observa-

tions and hence increased error in the estimates.

(For nondiscrete observations it will also be as-

sumed that the error increases inversely with the

time available for observation.) Also, certain types

of errors in the RCS will degrade the accuracy of

the measurements x...
U

The number of observations for the ith experi-

ment now becomes n.', where
1

T. - AT.
n.' - I I (I0)

1 t.
i

and for each experiment n i'< n i. We also have

n. !

_., _ 1 1
1 n.' _ xij (11)

1 j=l

and the objective function corresponding to equation

(3), for each experiment i, becomes

OF1 (i), = E [_i, _ _i ] (12)

The vector measure of effectiveness for an imper-

fect RCS, corresponding to equation (6), is

M I = OF (1), OF (2) ..... OF (13)

The scalar objective functions OF 1 , OF 2 andi

OF 3 for an imperfect RCS, corresponding to

equations (7), (8) and (9) are similarly obtained
i

by substituting x. for x..
I 1

Relative Effectiveness

The objective functions measure errors of esti-

mation, thus small values are desirable. For an

imperfect RCS, the expected errors will always be

larger than for a perfect RCS, i.e., OF 1 (i)
i

OF 1 (i) , for each i, and similarly for OF 2 (i)

and OF 3 (i). The relative effectiveness of the

RCS for an experiment i is defined as

RE (i) - OF (i) (14)

OF' (i)

This measure of relative effectiveness decreases as

the estimation errors due to an imperfect RCS in-

crease, and approaches 1 as the RCS approaches

perfection. The vector measure of relative effective-

ness has as its components the factors in equation (14):

RE = OF____(1),, OF (2),, . . . , OF ____ ...(k).]
(15)Los(1) OF (2) OF (k) j

where, as before, the unsubscripted OF (i) and
r

OF (i) refer to whichever one of OF 1 (i), OF 2 (i)

or OF 3 (i) is being used as the objective function.

If the different experiments can be ranked and

given weights according to their importance, a single

index of relative effectiveness can be obtained as

OF
RE =

OF (16)

i

where OF and OF are the weighted sums of the

objective functions for the individual experiments

(see equations (7), (8) and (9)).

The Estimation of Variance

In the above discussion, it was assumed that the

purpose of the data collection mission was to estimate

as accurately as feasible a series of physical proper-

ties whose true mean values were represented by _1'

_2 ..... Pk" Realistically, the estimation process

should not be restricted to estimating mean values of

the distributions, as it may be of equal importance,

or conceivably more important in some instances, to

estimate other moments of the distributions, e.g.,

the variance.

For those physical properties for which such

estimates arc desired, the objective functions can be

modified to include other moment estimates in a

similar manner to that already described. For ex-

ample, suppose that for some experiment i an objec-

tive is to measure not only the mean _. but also the
2 2 _

variance a. The estimator for a. is
i i

n.
I

E - _i )22 = 1 (xij (17)
si n i - 1 i = i

and any of the previous objective functions could be

applied to this estimator; e.g.,

OF2 (i) - 1 [si 2 ]a2 E - a2i (18)

i
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or

[ 22]OF 3 (i) = E (si2 - i ) (19)

One is still faced with the problem of giving adequate

"weight" to this estimate relative to the estimate of

the mean for the experiment; this problem will not

be considered further here.

Effectiveness Allocation

In the allocation of effectiveness "values" to

different experiments, physical characteristics

concerning which the system is to gather data can

be represented by statistical spatial/temporal dis-

tributions whose moments are presumed known (for

the purposes of allocation). Random samples could

be taken from these distributions to realistically

estimate the data-gathering activities of the space-

craft segment of the system. Since the allocation

must cover the system operating in a realistic en-

vironment, it is pertinent to consider possible

changes in the planned experiments as data are

obtained during the mission.

The first objective function, OF 1 (i), has the

pPoperty that if the n. observations x.. are ran-
i ij

dora samples from a normal distribution, the objec-

tive function depends only on e. and not on _.:
1 I

i (20)

This is not generally true for other distributions,

or for other objective functions; e.g., for OF 2 (i),

[ ]1 E _i - _i (21)
OF 2 (i) = _'i

OF 1 (i)

Employing OF 1 (i), if two experiments take

the same time to perform each individual reading

and the total time for experiments is fixed (or,

equivalently, if the experiments require different

unit times but the total number of experiments

allowed is fixedae, g., by other resources) the

method of Lagrange multipliers can be used to

determine n 1 and n 2 such that OF 1 (1)+OFl(2)

1
is minimized.

where

n 1
so that

The result is

n I = _,12/3 + _22/3 no

n 2 -- e12/3 + a22/ no

+ n 2 = n o

(22)

(22)

(23)

or, more simply, if we specify that OF 1

OF 1 (2), we would have

• 1 = e 2

or

n I el2

2
n 2 •

2

(1) :

(24)

so that the number of samples of each would be

directly proportional to their variances.

In a real data-collection mission, normally the

values of _. and/or e. would be unknown, otherwise
1 1

there would be no need for measurement. The initial

plan for experiments can therefore be considerably

in error, from the standpoint of minimizing experi-

mental error. The effectiveness allocation should

include investigation of the gains in accuracy through

real-time changes in experiment plans based on early

data samples.

RCS Accountable Factors

If the above effectiveness measurements are to

be useful to the design of the RCS, means must be
/x

provided for measuring the relationship between x i

and the RCS accountable factors. Accountable factors

are those RCS factors which are known, or suspected,

to have an impact on system effectiveness.

1
The case of different unit times and fixed total

time can be treated similarly.
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Let us assume that the experiment of concern

is soil mechanics and that the measure of informa-

tion received is the number of samples obtained.

The amount of data gathered might then be expressed

as follows

where

A
X

sm

TA
A sm

Xsm = TSsm + TBsm

= Number of soil mechanics samples

obtained (n i in the system notation)

TA
sm

= Time available for soil mechanics

sampling (T k in the system notation)

TS
sm

= Time required to obtain a sample,

given that the sensor is in position

TB
sm

Time between samples, given that

the soil mechanics experiment is

in progress

In order to identify specific RCS accountable

factors it is necessary to analyze the above factors

individually, as follows

Let

where

NS
sp

TSsm = NSsp (TSsp + TCsp) (1 + PRsp)

= Number of steps in the sampling

process

TS
sp

Inherent time required to perform

a step in the sampling process,

given that a command has been

received.

TC
sp

= Time to command a step in the

sampling process

and

PR
sp

= Probability of step repeats

caused by errors in the RCS

= + TR + TR
TBsm TSsm sm Csm

where

TS
sm

= Time to select the best location

for the soil mechanics device

TR
sm

Time to reposition the soil

mechanics device, given that

a location has been selected.

TRC = Time to recalibrate the soil
sm

mechanics device, if any.

In the above example the variables which appear

to be RCS accountable factors are as follows

TC
sp

The time required to command a step

in the sampling process will depend

upon the manner in which a series of

steps is preprogrammed (if at all) and

the verification procedure used to

assure that a given step has been

performed successfully.

PRsp
The probability of step repeat may

again depend upon the command

verification procedure as well as

the capability of the RCS to correctly

assess the spacecraft situation.

TS
sm

The time to select the best location

for the soil mechanics device will

depend upon the time required to

convert mission plan objectives

into spacecraft commands and,

possibly, the time required to

modify the mission plan, if this is

necessitated by telemetry received.

TR
sm

The time required to reposition the

sampling device will depend on the

inherent speed of the repositioning

device as well as the number of

steps in repositioning (which may

depend on situation assessment}.

TRC
sm

Recalibration, if required, will

depend upon the time required to

select and process the reealibration

commands as well as the speed and

reliability of the spacecraft state

assessment following recalibration

signal transmission.

Missing from the above relationships are those

factors related to resource availability. That is,

the success of any experiment will depend upon the

availability of certain resources such as power and

telemetry channels. For example, if it is found

that the power consumption required to obtain the

number of desired samples is in excess of that

anticipated, dynamic resource reallocation would be

required, possibly placing an extra load on the RCS.



Theprecedingexampleindicates that there are

two major categories of RCS accountable factors--

time and reliability. Both can be subdivided further

to make them directly relatable to individual function

performances.

Functional Reliability. Functional reliability

can be defined for this study as the probability that

a given quality of an output state meets the standard

for that state. When discussing an output such as

command signals, one standard is that of format

consistency. Formatting can be automated and is

subject to a variety of quality control measures.

Although the problem is not simple, it is straight-

forward and is amenable to solution by techniques

such as the CVE proposed by JPL. Another standard

is command content; i.e., the appropriateness of

the signal. Compliance to the command content

standard is more difficult to measure and less amen-

able to verification. Factors that contribute to the

command signal content are:

i. Knowledge of the current state of a particu-

lar mechanism. This depends upon the

amount and accuracy of the information

available concerning the system. This

information is obtained by combining known

characteristics of the mechanism with tele-

metry data to allow the current state to be

assessed.

2. Knowledge of a desired state predicated

upon the knowledge of both the current

situation and a "next step" plan to achieve

some ultimate objective. Generally, when

the existing state and the desired states

are compared, the difference provides the

proper cue for corrective action.

In some instances, e.g., contingen-

cies, the course of action to be taken is not

a simple nulling of the error signal derived

by comparing existing and desired states.

Normal procedures and expected contin-

gencies should be provided for; i.e., a

plan made available to revise an interme-

diate objective, to alter the technique to

accomplish a given objective, or to provide

insight in reallocating available resources

to other objectives.

3. Selection of the control signals that enable

the determined course of action to be accom-

plished. These signals are generally ob-

tained by mating specific commands to

specific desired steps and sequences. The

length of the sequence is dependent upon:

a. The confidence in the assessment

of the situation;

b. The confidence in the course of

action selected;

C. The predicability of the response

of the mechanism to the commands

to be given.

It cannot be assumed that reliability may be

sacrificed in favor of time. This trade-off is a

function of the subsystem, mechanism, or sensor

under control; the situation in which control is being

effected; and the effect of an error made during

control. It does not lend itself to cursory examina-

tion.

A factor which must be considered in establish-

ing standards for command reliability is the manner

in which an error affects the mechanism being con-

trolled. The rate of degradation as a result of in-

correct commands bears upon the criticality of the

error. The time to note and correct the error prior

to damage is thus a function of the degradation rate

and the time delays in the control loop. In general,

all other characteristics being equal, the longer the

delay time imposed on the system, the greater the

reliability requirement.

Since correct command content is so important,

it is expected that certain quality control measures

will be required. Current practice within the DSN

involves quality control through parity check, inter-

lock, confirmation of command validity, verification

of receipt of command at each deep space instrumen-

tation facility, and confirmation of receipt of com-

mand at the spacecraft. Quality control per se is

not a constraint; however, established techniques

or practices may be. The ways in which quality

can be achieved are many, consisting of repeated

performances, parallel performances, comparisons

of output, etc. The goal is to achieve a high quality

while expending a minimum of resources.
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The costs of achieving high reliability in terms

of time and equipment should be traded off against

the costs of mission failure due to an inadequacy of

quality control measures. Usually, the trade-off

favors high quality-control measures unless the

time associated prevents effective quality control.

To resolve this problem optimally, one must con-

sider the time required to achieve a certain reliabil-

ity, the effect of increasing time delays, the effect

of errors on different spacecraft subsystems, and

the physical costs of the quality-control means.

A quotation of reliability alone is usually con-

sidered insufficient to specify the probability of

success. A confidence value used in conjunction

with reliability may denote different connotations to

the reader, such as variance, sample size, etc.

Here confidence is used to indicate a measure of

the expectancy that the achieved reliability values

will coincide with the quoted values.

Techniques to attain high performance confi-

dences within the Remote Control Station are as

follows:

1.

2.

3.

Adoption of a series or parallel

performance approach.

Use of experienced personnel (including

highly-skilled and trained personnel)

and proven automatic equipment.

Use of prediction techniques such as

simulation.

4. Pre-mission exercises to check per-

sonnel, procedures, and equipment.

Response Time. Response time is normally

considered to be the time required to execute an

action, given a cue. This definition is also valid

when speaking of the RCS. When considering the

total control loop, however, it is convenient to

consider response time as comprised of the follow-

ing times:

I. Detection Time

a.

b.

The time required to receive the

signal from the space vehicle; plus

The time to process the signal and

present it within the RCS; plus

c. The time to detect the existence

of a particular state A.

2. Decision Time

The time required to associate the correct

state B with the detected state A.

3. Actuation Time

a. The time to actuate control once

state B has been identified; plus

b. The time required to obtain the

command to effect state B; plus

c. The time to process the command

to a form compatible with trans-

mission; plus

d. The time required, due to dis-

tance, for the signal to reach

the space vehicle; plus

e. The response time of the space

vehicle.

Regardless of the source of the time delay, the

effects are the same. That time associated with

distance is fixed, whereas the remaining time delays

are a function of the capability of the ground-support

equipment and processes. Those times that are

subject to variation within the RCS are accountable

factors for effectiveness.

When time is treated as an accountable factor,

the division of the time continuum into real time,

near-real time, and non-real time categories no

longer becomes useful. The critical factor is the

allowable time between the occurrence of event A

(the initiating state) and the change to event B (the

output state). The allowable delay could be as short

as a few seconds or as long as many days. In any

event, any performance deficiencies which contribute

towards the possibility of not accounting for event B

within the time required has potentially detrimental

effects on system effectiveness. On the other hand,

delays in response which will not exceed the allow-

able delay time will not have any significant effect

on the overall system performance. For purposes

of discussion, the term "real time" will still be

used to mean those cases where the allowable delay

is quite short and the consequences of effecting the



delaywill haveasignificantimpactondegrading
overallsystemperformance.Thespecifictime
periodfor this allowabledelaycannotbespecified
sinceit dependsoneventA, eventB, andthecon-
sequencesof notachievingeventB.

dateis ofnovalue;and(3)gainsin effectiveness
obtainedaftertherequiredcompletiondateare
valuedlessthantheloss in time. Althoughit is
possiblethat theserelativevaluescanbeestablished
apriori, it is morelikely thattheywill notbe.

QUANTITATIVE ANALYSIS REQUIREMENTS

Usually the overall objective of a system design

effort is to obtain the "optimum design." Quite often,

however, the term optimum is never clearly defined.

An optimum system may be one which provides the

maximum effectiveness for a given cost or the mini-

mum cost for a specified level of effectiveness, or,

costs removed, the maximum effectiveness within

some time period. The point is, whenever one

desires an optimum design, the definition of opti-

mum must be stated. For example, the RCS optimi-

zation criteria might be stated as follows:

Achieve the maximum effectiveness for a

given cost and within a given time period.

Assuming that effectiveness can in fact be de-

fined and optimized, there are three major implica-

tions contained within the stated objective. These

are: (1) whatever the achieved optimum effective-

ness is, it is worth the predetermined cost; (2) de:

sign completion after to the preestablished completion

ERCS

If one broadens the constraints of time and cost,

it is then possible to derive a set of possible system

solutions from which a selection can be made. For

example, consider the figure below.

In this example, effectiveness is plotted against

cost and time. If effectiveness were maximized for

every cost/time combination within the constrained

volume, the result would be a solution surface. It

would then be possible to select any point on the

surface and design the associated system, thus

providing a certain degree of latitude to the final

decision-making process.

In a system such as the RCS which is to be in-

tegrated into a supersystem which is, to a large ex-

tent, already in existence, the constraints on the

optimization process are more complex than time and

cost. Examples of such constraints, in addition to

time and cost, are (1) existing equipment which must

be used for certain functions, and (2) the size of the

structure within which the RCS must be housed.
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Figure 2-17. A sample solution surface for optimizing
system design.
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To approach the "optimum" design, it will be

necessary to express requirements in quantitative

terms at varying levels of detail. The designer

must have information on the quantitative relation-

ship between the accountable factors and system

effectiveness if he is to identify points on the solu-

tion surface. The requirements presented in the

previous sections are stated only in qualitative

terms. These qualitative requirements are aneces-

sary intermediate product for design conceptualiza-

tion, but they are not sufficient for final design. For

one thing, the lack of quantitative requirements will

force the designers to bank heavily on logical deri-

vations and engineering judgments, without any

means of assessing the adequacy of either the deri-

vations or the judgments. On the other hand, the

qualitative requirements are considered sufficient

to allow development of a conceptual design, the

adequacy of which can be assessed if and when the

qualitative requirements are transformed into

quantitative terms.

Because of the number of variables involved in

the definition of the optimum RCS, it appears that

means must be provided to compute system effec-

tiveness and the means must be flexible enough to

incorporate design constraints and provide a rela-

tionship between effectiveness and cost and time so

that a proper trade-off analysis can be made at

higher levels. Besides these criteria, the means

must also be capable of evaluating alternate func-

tional or physical design concepts in terms of effec-

tiveness, and handling either a generic or specific

spacecraft as required.

In order to implement the means for computing

system effectiveness and for establishing relation-

ships between system-effectiveness criteria

measures and accountable factors, certain basic

quantitative data will be required. These quantita-

tive data were not derived during the study since the

term of the contract did not permit this effort. Any

subsequent efforts to translate the qualitative re-

quirements to quantitative terms will require, at a

minimum, the types of quantitative data described

below.

1. Data on the distribution of demands placed

upon the RCS and the manner in which the

demands affect the major RCS functions. It

is anticipated that demands will be afunction

of the planet under observation, mission

type, domain of investigation, and space-

craft mechanism types. It will not be

possible to obtain specific quantitative data

on all factors in the very near future. How-

ever, it should be possible to construct a

generic set of missions expected to place

a high demand load on the RCS.

2. Time allowances for individual sets of

experiments which are reasonable with

respect to the mission of item i.

3. Allowable time delays for categories of

spacecraft states, considering a generic

set of spacecraft mechanisms over the full

range of mechanisms requiring short and

long response times.

4. Allowable success probabilities with respect

to achieving a given ratio of i .

X.
1

5. Reasonable estimates of time in functions

for various types of performances within

major RCS functions.

AN APPROACH TO QUANTITATIVE ANALYSIS

Subsequent to definition of the system-effective-

ness criteria measures and the accountable factors,

some tool for relating the two sets is required. The

tool must be sufficiently flexible to allow one to

establish the relationships under a variety o; system

conditions. The tool should be essentially a dynamic

synthesis means wherein synthesis is defined as the

process of combining entities within a system (func-

tions in this case) to form a set. The combining

process should allow measurement of not only the

total set or system, but also the extent to which the

parts contribute to the set or system.

In another sense dynamic synthesis is the pro-

cess of relating dependent variables to independent

variables. Systems analysts term these dependent

variables "measures of effectiveness," whereas

independent variables are referred to as "account-

able factors, " or those factors which are known or

suspected to impact system effectiveness. Ideally,

the means used for dynamic synthesis can be used

to optimize the dependent variable; however, this
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is possible only where the relationships are "well-

behaved. " In the case of the RCS, severe interac-

tions appear to rule out optimization techniques such

as linear, nonlinear or dynamic programming. In

fact, the underlying logical nature of real-time

spacecraft control has resulted in the conclusion

that digital simulation offers the best approach to

dynamic system synthesis even though direct optimi-

zation is not possible with this approach. The details

of the recommended simulation approach are dis-

cussed in this section.

DIGITAL SIMULATION MODEL

DESIGN APPROACH

Digital simulation is basically a numerical tech-

nique for conducting experiments on certain types of

mathematical and logical models describing the be-

havior of a system on a digital computer over periods

of real time.

The ground rules upon which the basic design

concept of the RCS model was based are as follows:

1. Model scope shall include spacecraft

and DSN functions so as to allow esti-

mation of total system effectiveness.

2, Concentration shall be on real-time

control; however, the model shall

have the capability of handling all

types of control.

3, Model structure should accommodate

analysis of any anticipated RCS/

spacecraft systems with only minor

modifications.

4. Accountable factors shall include, but

not be limited to, function performance

time, functional reliability, function

decision-making capability, and resource

availability.

As mentioned above, digital simulation is a tech-

nique for conducting experiments on a system model

over periods of real time. Examples of questions

which such experimentation is expected to answer

are as follows:

1. Given a proposed set of means for

performing RCS functions, what is

system effectiveness ?

2. How do two different proposed ap-

proaches differ in terms of system

effectiveness ?

3. To what functions, or accountable

factors, is the system more sensitive?

BASIC SIMULATION STRUCTURE

The simulation model of the RCS would be com-

prised of a set of computer subroutines, one for

each of the RCS functions, linked together by a

master control program which manages the operation

of the simulation. The recommended simulation

technique is of the imminent event, Monte Carlo,

transaction type. In this approach, information and

commands "flow" through the model functions in the

form of transactions. For example, a transaction

would be generated by the master control program

whenever a mission phase is to be initiated. This

transaction would then be sent to the Mission Plan-

ning (f) function to determine if the mission segment

may, in fact, proceed on schedule. If there is no

conflict, the transaction would move to the Assess/

Determine Course of Action (2/3) function for the

selection of a course of action. Depending on the

detailed design of the simulation, the latter function

may generate new transactions for each step within

the mission segment, or it may use the original

transaction as the "carrier" of the step information.

Upon completion of a mission phase, all associated

unnecessary transactions would be erased.

The purpose of the transaction is to trigger the

execution of functions. Once a transaction enters a

function, its next function and time to leave the cur-

rent function are determined. In addition, any other

computations and/or decisions are made and the re-

sults recorded, either in the transaction itself or in

some other table.

Although the master control moves through time

in discrete steps, the imminent event nature of the

recommended approach allows these steps to be as

small as 1 x 10 -12 seconds or as large as 1 x 1012

years within the same simulation run. For example,

if a transaction represents the occurrence of a dis-

crete t*elemetry signal, it would be possible to simu-

late time delays as small as those occurring between

Goldstone and the RCS, although such a necessity is

not anticipated.
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As mentioned above, the simulation structure is

also known as a Monte Carlo type. Simply stated,

Monte Carlo is a technique used to obtain pseudoran-

dom samples from a known frequency distribution.

For example, if the time in a given function is nor-

mally distributed and the mean and variance are

entered as data, the time for a given activity would

be determined by solving the inverse cumulative

distribution function (or an approximation thereof}

using a uniform pseudorandom deviate as the inde-

pendent variable.

Although many of the calculations within the

simulation will use the probabilistic Monte Carlo

technique_ others will be deterministic, such as

diurnal cycle and ephemeris calculations.

MODEL INPUT

Model input data must reflect the best estimation

of the performance capabilities of the means being

evaluated. In certain cases, however, accurate data

are not immediately available necessitating a para-

metric investigation of the range of interest. Re-

gardless of the means of data acquisition, the model

must be capable of handling variables at a level of

specificity consistent with the types of decisions

which it is designed to support. Examples of this

type of input are as follows:

1. Function performance time:--Performance

time must be provided for each model function.

If this time is expected to be subject to random

variations, the underlying frequency distribution

and the necessary moments {e.g., mean and

variance} must be provided. Also, if the per-

formance time varies with other model variables

the relationship should be provided.

2. Function resource requirements:--The per-

formance of a given model function will be con-

tingent upon the availability of a set of prescribed

resources. Examples of such resources are:

a. Personnel by type and quantity;

b. Telecommunications channels;

e. Spacecraft power;

d. RCS control and display consoles.

3. Spacecraft performance characteristics:--

The spacecraft configuration used in the model

will be a generic structure which may be made

specific by establishing certain parametric

values. Examples of these are:

a. Number of spacecraft functions;

b. Number of subsystems;

c. Power consumption by subsystem;

d. Constraints on simultaneous

performance;

e. Subsystem response and perfor-
mance time.

(It should be noted that other spacecraft char-

acteristics are inherent in the mission plan. )

4. Hardware reliabilit.y:--The extent to which

reliability should be included in the model is not

well-established. However, models of this type

are well-suited for evaluating reliability effects.

Depending on desired complexity, the model

could be designed to include the following factors.

a. Spacecraft reliability:--Since unmanned

spacecraft failures are not normally repar-

able, failure rate data must be accompanied

by a failure mode and effects analysis, such

as available redundancies under the control

of the RCS and changes in spacecraft per-

formance characteristics.

b. RCS hardware reliability:--Hardware

failures can increase time delays because

the necessary systems are not available.

Undetected failures can also degrade the

effectiveness of the RCS to properly control

the spacecraft. Therefore, RCS hardware

reliability, malfunction detection character-

istics and repair time may represent impor-

tant factors in the consideration of alternative

means approaches.

5. Human reliability:--Human reliability could

be expressed in terms of probability of correct

function performance. However, this would not

be sufficient as model data since the effects of

errors must also be known. Errors which are

detected within the RCS would tend to increase

the time delay, whereas undetected errors would

tend to decrease effectiveness through unsafe or

inefficient spacecraft operation. Therefore, if

human reliability factors are to be included in

the model, error effects must also appear.
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6. Mission plan:--The mission plan would

represent the primary impetus for model opera-

tion. The plan should cover the entire mission

and should include the following:

a. Start/stop time of each sequence;

b. Sequence objectives, if known in
advance;

c. Sequence objective criteria if

objectives are to be identified
during experimentation;

d. The means by which spacecraft
resources are to be reallocated

in the event of a contingency
situation.

MODEL OUTPUT

As the simulation progresses, data will be

gathered on the performance of the system. One of

the primary statistics to be collected will be the

amount of information gathered by the spacecraft,

such as the system-effectiveness measures dis-

cussed earlier. Other outputs would be:

1. Mean and variance of total system

delay time attributable to the RCS.

2. Delay time breakdown within the RCS

contributed by each function, queues

for functional resources, and errors.

3. Percent of resource utilization

including time variations (i. e., peak

loads) by resource type (man, display,

computer, etc.).

4. The number of erroneous commands

transmitted to the spacecraft.

5. The number and length of delays

caused by equipment failure.

POTENTIAL MODEL USES

The nominal value of system effectiveness can

be obtained by assuming:

1. An RCS functional configuration.

2. A given spacecraft system.

3. A specific mission plan.

The impact of varying each of the preceding

factors as inputs to the model will result in a

variation of RCS effectiveness. A selected set of

RCS means can be added to assess the conceptual

design presented in chapter III. The variations on

the spacecraft system and the mission plan will be

bounded by the performance characteristics of a

generic spacecraft and the data-collection objectives

identified by the analysis presented in earlier sec-

tions. A limited number of runs is expected to

establish the sensitivity of the RCS effectiveness to

these variations. A greater number of runs is ex-

pected to determine the effect of varying the compo-

sitional and physical characteristics of the RCS.

Data-Collection Effectiveness

and RCS Performance Time

During the discussion on system effectiveness,

a simple example based on the soil mechanics ex-

periment was used to show how RCS function perfor-

mance time affected achievement of data-collection

objectives. The simulation model provides a more

realistic and accurate means of deriving this rela-

tionship, not only for a single experiment but for all

experiments and functions aboard the spacecraft.

Since the model is not a closed-form optimiza-

tion technique the analysis must begin with some

nominal "system" which is comprised of function

performance-time estimates based on a selected

set of RCS means and/or the basic functional re-

quirements with "reasonable" time estimates.

Some of the questions which might be asked regard-

ing the nominal system are:

1. What are the effects of varying overall

RCS performance time?

2. What are the effects of varying perfor-

mance time at a given RCS hierarchical

level ?

3. What is the contribution of an individual

function to total performance time ?

4. What are the effects of spacecraft

performance characteristics on the

nominal l_CS system ?
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Onewayof answeringthesequestionsis to per-
form aparametricanalysisof thesevariables. For
example,it shouldbepossibletodevelopquantitative
relationshipssuchas thoseillustratedbelow.

intothreemajorgroups. Theyshouldbeassociated
with theissuingcommandsandtheresultantreliabil-
ity valuesrequiredfor satisfactoryspacecraftper-
formance.Theeffectsof errors in commandcontent

>

I
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Performance Time (Normalized}

_ All Functions

_ _._ Functions ControlOnly

_'_----- Sequ_ncetgnly Planning

\
\

-20% -10% 0 +10% +20%

Performance Time (Normalized)

Figure 2-18. Variation in RCS performance time vs.
RCS effectiveness.

Data-Collection Effectiveness and

RCS Performance Reliability

The reliability of performing the functions

within the remote control station is a factor con-

tributing to the measure of RCS effectiveness. To

ascertain the effect of varying levels of reliability,

the following questions could be examined.

i. What is the effect of varying the

reliability of functional performance ?

2. What is the effect of varying the

reliability of performance for different

state classes (e. g., types I, II and Ill)?

3. What is the effect of varying the

reliability of the performance means,

including man, within the functions

identified as sensitive to reliability

variations ?

The effect of errors on the data-collection

objectives in terms of spacecraft system response

characteristics should be identified. This identifi-

cation must result from an analysis of the individual

steps, the acceptability of the spacecraft to errone-

ous commands, and the effect of an erroneous com-

mand if accepted. In this regard, it is felt that the

effects of erroneous commands can be classified

or format are classed as:

I. Critical

a. Effect is irreversible and can

significantly affect mission

performance.

b. Effects may adversely impact

other operational capabilities.

c. Effects cannot be predicted.

2. Normal

ao Normal cognizance of effects

can prompt corrective action

prior to damage or data loss.

b. Effects can be reversed if

considered abnormal.

3. Fail-safe

Effect cannot adversely affect mission.
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The variations of reliability and their effect on

RCS effectiveness may be illustrated graphically by

relating the increase/decrease in effectiveness to

the reliability variation in the following manner.

Normalized Performance Reliability

Figure 2-19. Variation in RCS performance reliability
vs. RCS effectiveness.

Data-Collection Effectiveness and

Spacecraft Characteristics

As mentioned earlier, input data for the nomi-

nal RCS should be developed assuming a selected

spacecraft. Therefore, in order to evaluate the

impact of a variety of spacecraft, it will be neces-

sary to modify the input data in accordance with

different spacecraft performance characteristics.

Examples of such data modification could be as

follow s:

1. Number of RCS control functions;

2. Performance time within each function;

3. Resources (men, computers, displays).

Once this is accomplished, the parametric

analysis described above could be repeated using

the new nominal system.
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Ill. RCSSYSTEMDESIGNANDCONCEPT

Thefunctionalrequirementsfor thecontrolof
a _eneralizedunmannedspacecraftweredeveloped
in chapterII. Theimplementationoftheserequire-
mentsnecessitatesa controlcomplex. It wasas-
sumedthatthis complex,theRemoteControl
Station(RCS),is to besituatedwithintheJetPropul-
sionLaboratory'sSpaceFlightOperationsFacility
(SFOF).Theconceptualdesignfor theRCSpresented
in this chapterconsidersthespacecraftrequire-
ments,theRCSfunctionsrequiredto controlthe
spacecraft,the informationalneedsof the identified
functions,andanorganizationalstructurewithin
whicheffectivecontrolcanbeexercised.

Theultimatedesignof theRCSshouldcontain,
at a minimum,thefollowinginformationif it is to
beimplemented:

1. A functionalconfigurationof thesystem,
includinginput/outputstates,the input
source,andoutputdestinationof theinfor-
mationand/orphysicaleffectswhichcom-
prise thesestates.

2. A communicationnetworkandlogicwhich
transfers informationalstatesbetween
functions.

3. Thefunctionalmeansrequiredto achieve
functionoutputrequirements.

4. Thephysicalmeansrequiredto perform
thefunctionalmeans,suchasphysical
layout, communicationmeans,presentation
means,andcomputationmeans. Physical
meansshouldbedescribedat a levelof
specificitysufficientto allowacquisition
of fabricationof actualhardwareor soft-
ware.

TheRCSfunctionalrequirementspresentedin
thepreviouschapterarenecessary,butnotsufficient,
to arrive at final design.Thepurposeof this chapter
is to developa designconceptandindicatethepro-
cessesrequiredtoproduceanimplementablefinal
designfrom sucha concept.Thischapteralso
pointsouttheneedfor quantitativedataprior to final
designof theRemoteControl Station.

OPERATIONAL CONCEPT

The design of a system is generally predicated

upon a preliminary concept of how the system is to

operate. This notion is referred to as an operational

concept. It is the result of investigations into the

objective of the system, the environment in which

the system must operate, and the constraints which

bound the system in scope, cost, and complexity.

Operational concepts are not intended to constrain

design efforts, but should provide the basis for

iterative design conceptualization. Such an opera-

tional concept was developed from the results of

analyses conducted in the early phases of this study.

The baseline operational concept for the Remote

Control Station described in the following paragraphs

was developed assuming that the spacecraft configur-

ation consisted of the following subsystems. The

control requirements for these or similar spacecraft

subsystems, were developed and are described in

detail in tables 2-11 through 2-17 in chapter II.

1. Experiments

a. Fixed, requiring switching only

b. Deployable, requiring positioning

c. Television

•2. Information-Transfer system

3. Antenna-Positioning System

4. Auxiliary-Power System

5. Steerable Solar-Energy Collection System

6. Environmental-Control System

7. Locomotion System

8. Experiment-Positioning System

It was determined that all spacecraft functions

support the experimental objectives. This is shown

diagrammatically in figure 3-1 where a state change

of one or more supportive systems is required to

support an experimental objective. For example,

assume that the mission plan calls for a change of

state of an experimental subsystem, identified as

"Experiment State Change" on the diagram. The

state change may require that commands be issued

to a specific experimental subsystem; namely, a TV,

a deployable, or a nondeployable experiment. When

the experimental subsystem is of the deployable
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class, changes in position are likely to be required.

Such changes usually necessitate that the TV sub-

system be used in a supportive role. This is also

true when relocation is required. Each state change,

direct experimental or supportive, requires that the

communications and power subsystems be utilized.

The supportive systems provide the proper

position, location, environment, power and tele-

communication states necessary to achieve the

experimental state changes that are desired. In the

case of a fixed spacecraft, the supportive-system

state changes can be predicted as a function of the

experimental objectives. All telecommunications

state changes (in the absence of contingencies) can

be slaved to the transmission or reception require-

ments. These requirements are established by the

experimental objective or a supportive-system re-

quirement necessary to achieve the objective. The

steering of a high-gain antenna is a predictable

task 1 with or without any external requirements. The

telecommunications system can thus be automatically

controlled by slaving it to the experiment state change_.

In a like manner, the environmental control of

sensors and spacecraft compartments is subject to

control by responding to the changing specifications

on desired temperature. As temperature is moni-

tored, it may be stabilized by automatically heating

or thermal switching. A relatively simple automated

routine can perform this task.

The power system control can be effected

automatically as various demands are made upon

that resource. The routine that may provide the

control should be designed to inhibit excessive loads

on the power supply, both in magnitude and duration.

The loading priorities may be a part of this routine,

or this information may be supplied as an input by

an operator. The positioning of the solar array is

quite simple, from cues supplied by power input, by

solar sensors, or by astronomical computations.

The interval between positioning actions depends up-

on the rate of power expenditure, the rate at which

recharging can be accomplished at various array

positions, and the magnitude of the pointing angle

1
For a stationary vehicle. At planetary distances

this task will probably be automated by closed-loop
control at the spacecraft; if a lunar roving vehicle,
this task will probably be controlled from the
ground prior to data transmission.

changes as a function of time. Different missiQns or

mission phases, e.g., orbital Planetary spacecraft,

may require spacecraft closed-loop control, while

stationary lunar spacecraft solar arrays can be posi-

tioned via ground control from Earth.

Experimental objectives requiring changes in

position (TV and other sensors) fall into two categories

or modes. The first can be preplanned and executed

in whole or part by previously prepared sequences.

This implies automatic control primarily, since the

manual activities were conducted prior to the time

control was required, and control is executed by

reading out preprogrammed command sequences.

This technique has been efficiently used, particularly

on SURVEYOR I in the television experiments. It

can be used for any sequence of events provided:

1. The operation lends itself to serial action.

2. The actions can be predicted in magnitude

and polarity.

3o The sequence, once initiated, can be inter-

rupted and commands inserted from an

on-line command initiation device.

Other examples can be handled in a similar manner.

Sensor placement can be preplanned, in many in-

stances, and executed by preprogrammed sequences.

The second category requires that the specific

action be based upon conditions or events that are

not predictable. Examples of such conditions are

unknown terrain features, unpredictable interactions

between-a mechanism and the environment, contin-

gencies due to malfunctions, and the unpredictability

of certain natural phenomena (such as a meteoroid

impact or lunar quake). These conditions imply

that positioning of sensors must be subject to real-

time (short response time) control, if only for a

limited time or extent. This control is assumed to

involve personnel, particularly in dtermining what

to do.

Location changes result from expedient or

preplanned experimental objectives. Execution of

location changes, roving or locomotion, also re-

quires real-time manual control since the conditions

that prevent total automatic control of positioning

mechanisms also prevent effective location control

without a manual control system. Since loco-

motion is dependent upon sensing the conditions
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ahead(generallyobtainedvia television)thecontrol
of this systemmustbeconsideredasa necessary
conditionto maneuvering.This is usuallytrue of
positioncontrolwhenmanualinterventionis required.

Solar-arraypositioning(if this typeof
powersupplysystemis used)canbeaccomplished
intermittentlybymanualcontrolor byautomatic
commandgenerationbasedupontheexistingsolar-
arraypointingangles,thespacecraftattitude,out-
putof a solarsensoror voltageinto thestoragecells,
andephemeraldata. It is anticipatedthatperiodic
rechargingwill beaccomplishedasthevehiclestops
to takepanoramicphotographyor whilecollecting
otherdatarequiringastop. Duringmotionit is as-
sumedthatthesolar deckwouldbepositionedto
optimizepowerinputregardlessof attitudeor bear-
ing. Thus, thehorizontalpositionis indicated
duringmotion,andapositionnearperpendicularto
thesolarflux whilestationary.

It wasnotedthattheexperimentalobjectives
definethetotalstatechangesto beeffectedwithinthe
spacecraft;i.e., all controlactionsoriginatefrom
thedesireto collectdata. Thesystemscomprising
thespacecraftare designedto operatevia ground
commandto maintainor changetheconditionsnec-
essaryto thatgoal. As aresult, thedataobjectives
initiate thesequenceof eventswiththecontrol
station.

RCSFUNCTIONALRESPONSIBILITIES

Thefunctionsconsideredto betheresponsi-
bility of the RCS are shown on figure 3-2. This

figure is a repeat of figure 2-16 in chapter II. These

functions, as well as others considered to be mission

independent and, therefore, may be accomplished by

the DSN in a supportive role, were shown on figure

2-14, also in chapter II. The functions denoted on

figure 3-2 represent the scope of the Remote Control

Station.

The interfaces between the RCS and other

systems occur within the SFOF. Primary interfaces

occur with the data-processing system, the command

verification and transfer system, project management,

and the existing analysis centers. The interface at

the DPS is basically software. Those interfaces

occuring within the command verification and trans-

fer system are the insertion of the command

sequence into the Ground Communications System

for transfer to the DSIF, confirmation that the

correct sequence was received, and notification from

the RCS to the DSIF of time of execution (TOE). It

is assumed that project management provides,

authorizes, and coordinates the required supportive

services of the Deep Space Net for the Remote Con-

trol Station. An interface, therefore, exists be-

tween project management and the mission control

or spaceflight operations function.

The interfaces between the analysis and con-

trol functions are even more subtle, since the same

personnel may perform both functions. The control

and analytic functions may also involve identical

display equipment. Common use of means involves

a functional interface as well as an organizational

one. When multiple uses are made of the same

means, the priority should be given to the control

requirements. This should not pose a conflict since,

in most cases, the same personnel that are to pro-

vide control also provide analysis.

The major RCS functions were diagrammed

for each major spacecraft state class in figure 3-3.

The pertinent information required to accomplish

each control function for each spacecraft function

is shown as an input. This figure is similar to

figure 2-15 in chapter II except an initial man-

machine allocation is reflected by the shadings.

This figure is essence illustrates a control configu-

ration where each spacecraft function is treated

separately. Such a configuration lends itself to

systematic analysis, but may require considerable

redundancy of control/display means. This figure

also illustrates that a significant amount of data

must be communicated to other control functions.

This communication requirement is further

illustrated in figure 3-4 wherein a matrix of the two

primary RCS functions was developed for each space-

craft function. It may be seen that prior to com-

pleting a function listed as "RCS Function Under

Performance, " information is required from those

functions denoted as "RCS Function Previously

Completed. " A cell entry denotes these communi-

cation interfaces. Certain conclusions can be drawn

from this matrix. For example, the "Determine

Course of Action, Information Transfer Control"

function is found to be contingent upon each desired

state change; therefore, this function requires two

3-4
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types of information, (1) knowledge of the existing

state of the Information Transfer Subsystem, and

(2) receipt of a particular change of state require-

ment to other spacecraft subsystems. This indicates

that control of the Information Transfer can be auto-

mated with other subsystem commands serving as

the initiating signal. This is a type I command

situation.

Antenna Position Control is dependent upon the

spacecraft attitude and whether the steerable antenna

is required. The former information is derived

from telemetry, while the latter entails reviewing

the course of action of the Information Transfer

Subsystem. Commands for antenna steering on a

stationary spacecraft are type I; whereas, a mobile

spacecraft probably involves type II command cap-

ability from the RCS.

Auxiliary Power Control should encompass the

environmental control of the spacecraft (with the

exception of the thermal control of individual data-

collection sensors). Knowledge of the existing loads,

the proposed changes in power consumption, over-

load values, acceptable simultaneous spacecraft

activities, thermal constraints and tolerances, and

telemetry data on power input and output values and

on the temperature of the spacecraft components

permit Auxiliary Power Control to be implemented

automatically. The resultant command-generation

activity is considered to be type II control except in

contingency situations where analysis and manual

intervention may be required to correct a malfunction.

The Sensor Control functions are involved

basically with analysis of received data and direct-

ing supportive subsystem operations to acquire

additional or higher quality data. Specific sensor-

oriented commands are relatively simple and

rarely require reconfiguring 1 of the spacecraft to

accept them. The decision-making processes pre-

paratory to the direction of support activities pre-

clude total automation of the Sensor Control function.

The control type applicable to Sensor Control is

type II.

The Experiment Position and Spacecraft Loc-

ation Control functions require direction from the

1
Reconfiguration is used to denote electronic and

thermal, as well as physical state changes.

Sensor Control function in terms of when and where--

but not bow--information. In addition to directive

information, the positioning and controlling functions

require spacecraft status information and topographic

data to complete their function. The spacecraft status

information, together with the desired course of

action, permits automated devices to be used in

maintaining and altering the spacecraft configuration

as required to achieve position and location changes

of state. The commands associated with preparing

or maintaining a particular spacecraft configuration

are type II commands; those concerned with the

actual motion are type III commands.

Born position and location control require

support from the Television Subsystem. Control of

the television subsystem entails both type II and type

III commands. The supportive commands involving

the power, information transfer, and environmental

control subsystem are indicative of a class of

commands that are amenable to automatic control.

Certain groupings of the controlnng elements

within the RCS are suggested from this analysis.

These groupings, by spacecraft system or function,

are illustrated in figure 3-5 in terms of an organiza-

tional structure. The organization is structured in-

to two major control groups; one designated as being

responsible for experiment-oriented activities, and

the other responsible for the spacecraft-oriented

activities. They are thus similar to the existing

Spacecraft Performance Analysis ano the Space

Sciences Analysis Centers. A fundamental difference

exists, however, since the functional responsibility

of the Remote Control Station is control instead of

analysis, although the analytic function is still re-

quired.

BASIC ORGANIZATIONA L CONCEPT

The hierarchical nature of decision making with-

in large systems, such as the Space Flight Operations

Facility, indicates that the organization of personnel

will be an important aspect of RCS design. Although

the number of personnel required for the system can-

not be specifiecl at this time, the number of para-

meters of concern and JPL's experience on SURVEYOR,

MARINER, and RANGER indicate that a multiman

system will be required. Qualitative evidence from

numerous other systems indicates that the

3-8
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organization of those personnel in terms of decision-

making echelons is critical to system performance.

Furthermore, an organizational structure serves as

a useful framework for organizing the means (both

man and machine) since the means must operate as

an organizational entity. The organizational struc-

ture willdictate, to some extent, the hierarchy of

displays and communications between and within

echelons. Consequently, the organizational struc-

ture of the RCS was examined next in conceptualizing

the RCS design. The functional responsibilities of

the organizational elements denoted in figure 3-5 are

described in the following paragraphs.

SPACE FLIGHT OPERATIONS (SFO)

Headed by the Space Flight Operations Director

(SFOD), this organization is comprised of both

mission-dependent and independent functional groups.

They include the Deep Space Net (DSN) organization

assigned to support the operation, the Flight Path

Analysis Center (FPAC), and the Mission Control

Center (MCC). The latter group is oriented toward

the actual control of the spacecraft subsystems,

while the other two groups serve primarily in sup-

portive roles. The remote control station (RCS), as

defined for this study, is that organizational entity

identified as the MCC.

Mission Control Center (MCC)

The responsibilities of the MCC are to monitor

all activities, approve commands that are considered

critical and not subject to local option, interpret and

revise the overall mission plan, and direct and

coordinate the various control and analytic function

required for the mission. This center is organized

into two basic control groups, the Experiment Con-

trol Group (ECG) and the Spacecraft Control Group

(SCG). These groups are not dissimilar to the Space

Sciences Analysis Center (SSAC) and the Spacecraft

Performance Analysis Center (SPAC) except that the

ECG and the SCG are control-oriented, not analysis-

oriented. It is suggested for this concept that the

SSAC and SPAC functions be absorbed within these

control groups, particularly those functions requi-

site to control.

Experiment Control Group (ECG)

The EGG assumes the leading role in the con-

trol of the spacecraft, except during periods where

propulsive or attitude change are to be effected.

These changes are based upon the recommendations

of the FPAC and may be executed from a console

within the Mission Control Center. The ECG effects

control of the spacecraft by means of control sta-

tions. For the typical spacecraft, the following con-

trol stations are recommended. Subsequent analy-

sis may indicate that various stations should be com-

bined; however, the control function exists whether

depicted separately or as an integrated station.

Sensor Control Station (SCS)

The Sensor Control Station's functional respon-

sibilities include:

1. Assess received data to determine its

meaning, value, and relationship to the ex-

perimental plan. This assumes that analy-

sis functions are performed under the direc-

tion of or with the cognizance of the SCS.

2. Recommend revisions to the mission plan

as a result of this assessment. These

recommendations would be relayed to the

Mission Control Center for approval and

incorporation into the original mission plan.

3. Determine what changes to the spacecraft

state are necessary to achieve the experi-

mental objectives.

4. Issue specific commands to effect state

changes relevant to the sensor, excluding

position and location. Relevant state

changes include:

a. On-off commands

b. Calibration commands

c. Gain-change commands

d. Sensor thermal-control commands

e. Sensor deployment commands (when

mechanized to follow prescribed path).

5. Issue specific direction to collect data from

the TV experimental subsystem.

6. Identify the objectives for position and loca-

tion changes.

Position Control Station (PCS)

The Position Control Station is responsible for

responding to the direction of the SCS and effecting

the necessary positional state changes. This res-

ponsibility usually entails the control of the TV
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subsystem as well during the course of positional

state changes. The PCS responsibilities include:

i. Assess existing and target positions in

accordance with SCS requirements.

2. Determine a course of action to achieve

target position.

3. Use the TV subsystem, by control or direc-

tion, as required to accomplish tasks.

4. Issue specific commands necessary to

achieve positional objectives.

Location Control Station (LCS)

The Location Control Station is charged with

controlling location changes necessary to data collec-

tion. As a result, target information is provided to

the LCS by the SCS at varying levels of specificity

commensurate with overall data-collection objectives.

The LCS function includes the following responsibil-

ities:

i. Assess terrain characteristics pertinent

to vehicle control.

2. Issue commands to TV subsystem as neces-

sary to determine vehicle paths to achieve

designated targets.

3. Issue commands to locomotion subsystem

to pursue selected course of action con-

sistent with experimental objectives and

vehicle characteristics.

TV Control Station (TVCS)

The TV subsystem is used both as an experiment

and as a supportive subsystem. Its control is by a

primary TV Control Station during its use as an

experiment. Since use of the TV subsystem is in-

strumental to location and position state-change con-

trol, it is suggested that TV control for these

functions be effected from a secondary TV console

at these control stations. This requires added TV

control means; however, the secondary consoles

need provide camera positioning only and can be

considered as an extension of the basic TVCS.

Functional responsibilities of the TVCS include:

1. Respond to experimental objectives as

directed by the SCS.

2. Issue specific commands to obtain desired

camera parameters and image quality.

3. Coordinate with TVGDHS.

4. Provide backup to Location ]Position Con-

trol Station TV-control console.

Spacecraft Control Group (SCG)

The Spacecraft Control Group maintains the

operational spacecraft in a state that experimental

objectives, as defined by the Experiment Control

Group, may be conducted. Since most of the required

spacecraft state changes are a direct result of ECG

objectives, the control of the spacecraft is keyed

closely to the state changes desired by the Sensor

Control Group. Thus, they may be treated as a

type I control problem, i.e., known response re-

quired from a known initiating source. The SCG is

subdivided into basically two functional stations--

Power Control Station (PCS) and Telecommunications

Control Station (TCS). These control stations have

the following functional responsibilities:

Power Control Station (PCS)

The Power Control Station is responsible for:

1. Monitoring power state.

2. Monitoring environmental state.

3.

4°

Regulating power input (positioning of solar

array included}.

Advising users of existing and projected

power states.

5. Inhibiting overloads.

6. Selecting proper mode in response to user

requirement.

7. Regulating thermal states of spacecraft

(excluding sensor thermal states}.

Telecommunications Control Station (TCS)

The telecommunications link, or data transfer

system, has basically two functional responsibilities:

to mechanically position the antenna array for pro-

per transmission and reception, and to electronically

match the spacecraft configuration with the require-

ments of the user. In the Telecommunications Con-

trol Station, the following are considered as primary

3-11



tasks:

1.

2.

Controlantennaalignment.

Respondto userobjectives(ina typeI
controlmanner)to provideproperreceiver,
transmitter, antenna,andcommutation
mode.

3. Adviseuserof adversestates.

A LTERNATE ORGANIZA TIONA L CONCEPT

An alternate organizational structure is illus-

trated in figure 3-6. The basic difference between

this concept and the previous one is that the existing

analysis centers would be retained and used in an

advisory capacity to the control groups. Spacecraft

location changes are considered to be one of the

responsibilities of the spacecraft control group;

therefore this station has been moved to the SCG.

Another difference between the basic and alter-

nate organizational structures is that the role of the

DSN personnel is removed from that of supportive to

advisory. This implies that Project Management

(considered outside the Remote Control Station) has

access to the necessary resources required by

Mission Control. The functional blocks, Spacecraft

Control and Experiment Control, denote an echelon

of responsibility between Mission Control and the

individual subsystem control stations.

An advantage of this organizational concept is a

well defined separation between the spacecraft con-

trol and experiment control responsibilities.

Retaining the existing analysis centers on an equal

footing with the control centers may lessen person-

nel resistance to an organizational change.

The basic organizational structure appears to

offer advantages when much of the spacecraft control

is effected with the assistance of automatic devices,

whereas the alternate structure appers to be well-

suited when control is performed primarily by per-

sonnel.

the functional requirements. However, the means

must first be identified. In order to identify

possible sets of means, it was necessary to work

with the lowest level of requirements information

available. The means thus identified could then be

organized around the organizational framework and

revisions made to the operational concept as a re-

sult of: (1) common informational requirements bet-

ween functional control stations, (2) quantity and

frequency of command instructions originating from

a station, and (3) the degree of automation to the

introduced into the control concept.

To enable the development of a means concept

that would incorporate these factors, several

figures and tables were employed. These include:

(1) a matrix of informational requirements for' each

identified Remote Control Station responsibility;

(2) tabulations summarizing the results of the Re-

mote Control Station means analysis; (3) block

schematic diagrams of the functional control stations

showing the interrelationship of selected means;

and (4) an activity flow diagram of a typical compu-

ter/man control process that illustrates the role

that the means would play in the RCS.

A matrix of informational requirements versus

the RCS functional responsibilities was constructed

to assist in determining common requirements be-

tween control stationa. This matrix is presented in

figure 3-7. The informational requirements are not

necessarily inclusive nor at a common level of de-

tail; however, they are considered to be sufficiently

detailed and inclusive to allow command/control

elements to be allocated to the stations. The cell

entries indicate what information is deemed neces-

sary for each RCS function. The information may

not be presented by an identical display nor in an

identical format, but is anticipa.'ed to vary with:

a. The purpose of the information,

b. The number of times it is used,

c. The required accuracy of the information.

In developing the matrix the following definitions

and ground rules were used:l

MEANS DESIGN CONCEPT

The organizational structure discussed above

provides a framework for allocating means to meet

Assessment is defined as the act of estimating

the true state of a system or component from tele-

metry data, knowledge of the spacecraft character-

istics, previous commands issued, and image

1
A more complete definition of the Remote Control

Station functions can be found in chapter II,
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information. No attempt is made to determine what

the state should be or to predict what steps should

be taken in this function.

Detcrmine Course of Action is defined as a

function that uses the results of the assessment

function, historical data on the performance of the

system or component, knowledge of the mechanical

characteristics of the equipment under control, ex-

perimental objectives which involve the component

or system in question, and constraints originating

either from time or resources to determine what

should be done next; i.e., a course of action. The

results of this function may be to do nothing, to

conduct predictive exercises on what might happen

if a particular course of action is followed, or to

recommend that particular steps be executed by

transmitting commands to the spacecraft.

Execution is defined as the functional activities

necessary to formulate or retrieve the commands

corresponding to a particular course of action.

Command/control console procedural information,

knowledge of supplementary commands required,

and a specification of the desired course of action

are necessary to accomplish this function.

The basic ground rules used to guide the

development of this matrix were as follows:

i. No decision was made regarding the means

required to implement the RCS function.

2. The informational content was developed

from the HCS command / control requirements con-

tained in tables 2-11 through 2-17, figure 2-15 in

chapter II, and figures 3-3 and 3-4 of this chapter.

No specification of the informational format or

extent of detail was assumed.

3. The organizational elements were derived

from the organizational structure shown in figure

3-5.

4. The RCS functional responsibilities were

obtained by selecting those functions considered to

be the primary concern of the RCS (refer to figures

3-2, 2-14, and 2-16).

Specific informational requirements to conduct

analysis necessary for control are a function of the

specific equipment being controlled, e.g., a roving

vehicle concept may use an odometer to assist in

dead-reckoning navigation; therefore, this informa-

tion will be required. An experiment such as the

SURVEYOR Soil Mechanics Surface Sampler re-

quires a real-time display of the strain during

lifting operations (converted to a force measure-

ment}, whereas a different design may create a

need to monitor the current on the driving motor

for the same parameter. Specific parameters were

not included on the matrix since each spacecraft

design requires different specific information. This

specificity should be added during later design

studies.

The information specified as required for a

particular organizational element to perform its

designated function was examined to determine:

1. How the information is to be used.

a. Quantitative computations

b. Qualitative decision making

c. Orientation

d. Procedure

e. Reference

2. The form in which the information should

be presented to the means implementing

the function.

a. Temporary storage

(1) Computer storage

(2) Transient displays

(aT CHT

(b) Panel meters

(c7 Status indicators

b. Permanent storage

(17 Magnetic tape

(27 Punched paper tape and cards

(37 Hard copy

(a) Plots

(b) Strip charts

(c) Pictures

(d) Printouts

3. The anticipated number of changes (and

the range) in the information occurring

within given units of time.

4. The anticipated frequency with which the

information will be used.

The results of this examination were qualitative

and are reflected in the tabulations describing the

3-15



individual work station. These tabulations are shown

in tables 3-1 through 3-7.

For each of the RCS organizational elements,

a matrix of required information by general means

was developed with specific means entered in the

cells. The entries in these tables provide a basis

for constructing an RCS functional block schematic

and work-station layouts. Specification of the means

at a lower level of detail is a matter of integrating

the requirements for control with those for analysis,

and applying accepted human factors principles to

generate a specific layout.

As previously stated, design is an iterative

process of determining functional requirements at

successively lower levels of detail, developing con-

cepts for the means to meet those requirements, and

modifying previous concepts on the basis of more

definitive data. There is no single thread of activi-

ties that leads directly to system design, since

trade-offs occur at all levels often requiring previ-

ously accepted concepts to be altered.

Each control station identified in the organiza-

tional structure was treated as an entity in the means

analysis. The general means that were selected

assumed that the RCS functions for each work station

were grouped together and could share common

means. The means entries in the table thus were

responses to the required information entries, re-

cognizing that the means must serve the "worst

case" function.

Many of the entries in the tables were based up-

on requirements that had been identified through

analyses leading up to the means selection. Other

entries were based on the best judgment of the an-

alyst in interpreting the needs of the organizational

elements selected to control the spacecraft. The

information contained in the RCS means-analysis

tabulations is expected to require some revision and

expansion prior to finalizing the design. The infor-

mation presented, however, is considered to be at

a sufficient level of detail and inclusiveness to

permit a design concept to be developed. The spe-

cific entries in the tables are, for the most part,

self-explanatory; however, some rationale for their

selection is presented below.

No breakdown of the Sensor Control functional

group (later identified as Sensor Control Work

Station) into specific experiments was made since the

specific informational requirements are contingent

upon the specific experiment aboard the spacecraft.

Specific data for analysis should be gathered from

the cognizant scientific organization, while the

control requirements obtained from these groups

should be evaluated for possible overspecification.

This assemblage of informational requirements then

forms one basis for means selection.

The information categories itemized in column 2

are needed for postmission analysis and were con-

sidered to be useful (if not absolutely necessary) for

control. It is difficult to establish the extent of

analysis required for certain RCS outputs, such as

whether the received data are adequate. Since this

is one of the Sensor Control functions that will entail

analysis during the conduct of a mission, an over

abundance rather than a paucity of information may

be preferred and, therefore, should be made avail-

able (not necessarily in real-time) to the controlling

funct ion.

It was also assumed that changes to the mission

plan will occur on either a short or long-term basis;

that is, the available information may indicate that a

revision in the plans or objectives is necessitated

immediately or at some longer time after the results

have been gained. Historical data would be classed

in this category of information. It is difficult to

anticipate all contingencies; therefore, furnishing the

Remote Control Station with ready access to data

normally reserved for postmission analysis may in-

crease the likelihood of overall mission success.

It should be noted that the comments column calls

attention to concepts in the formative stage; e.g., the

computer program referred to on table 3-1, Sensor

Control, indicates that any routine preparatory or

terminating spacecraft conditions which can be accom-

plished by means of ground-issued commands may be

addressed by a basic sensor-control command. This

basic command would then serve as the address to a

command sequence. A single input device is con-

sidered adequate for most sensor commands. These

formative concepts, once synthesized, provide the

basis for the overall Remote Control Station opera-

tional concept, and, subsequently, the design concept.
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The means selected to display and record the

information was subject to judgment; however, an

incorrect selection is not considered critical to the

RCS concept. In most cases, an alternate selection

does not alter the user requirement for access to

the information. Reliance upon computer services

will affect the displays needed for control, but

should not significantly affect those needed for an-

alysis.

The data-collection supportive subsystems are

generally more complex in the degrees of freedom

over which control must be maintained. Despite

the added complexity, they lend themselves to a

more detailed definition. One reason for this is

that most spacecraft are similarly configured in

this respect, and, consequently, the required sup-

portive subsystems can be identified more readily.

Another reason is that analysis is usually required

during the controlling process to insure mission

completion; therefore, the information itemized in

column 2 is assumed to be a control requirement,

rather than a postmission analytic one.

Prior to completion of the work-station means

analysis, it was recognized that the means selected

to meet certain work-station requirements could be

shared by one or more other work stations. Means-

sharing decisions were based upon the following

criteria. The means could be shared if:

1. Simultaneous demands can be serviced, or

the service queue is not detrimental to the

mission in terms of:

a. Increased time

b. Decreased reliability

2. The shared means satisfy or exceed the

requirements of each user in regard to:

a. Informational content

b. Accuracy

e. Duration

d. Legibility

e. Response

f. Operational ease

3. The shared means do not cost more than

individual means; e.g., one sophisticated

or large means may cost more than several

simple or small ones.

4. The physical placement of other non-shared

means permits access to the shared ones.

Sharing was most evident for display of general

information and status data. Recordings of the com-

mands, events, and time can be shared, since this

record is needed primarily for analysis. Historical

information on the spacecraft performance needed for

Mission Control and the analysis groups, can be

shared or referred to when needed.

Two or more low-command output stations may

be combined so that a common command-initiation

device may be used; e. g., the Power Control Work

Station and the Telecommunications Control Work

Station. When control is not to be conducted concur-

rently (or nearly so), the command-initiation signals

may originate from a single console. Proper use of

templates or overlays permit efficient control to be

effected using this approach.

The Locomotion Control function and the Position

Control function, as well as the Television Experi-

ment, require image information. A single master

display of images in a form that will meet the

severest requirement of all users appears feasible.

For example, location control may require stereo

images. Since positioning of experiments by way of

mechanical arms or booms is not likely during

motion, this display could be used for both control

functions.

Further analysis of the selected means and the

potentials of commonality was facilitated by construc-

ting block schematic diagrams of each candidate work

station. The block schematics are shown in figures

3-8 through 3-13. On these diagrams, the means

shown in broken boxes are considered to be external

to the Remote Control Station. It should be noted

that the means displayed enable the control of each

spacecraft function to be effected essentially on an

independent basis. Exceptions to this are taken into

account by incorporating a software control model

and assuming lateral communication via CCTV and

telephone.

The similarity in format between work-station

block schematics was a deliberate attempt to exhibit

the potentials of sharing means as well as standard-

izing layout. The results of combining the work-

station block schematics into an overall Remote

Control Station block schematic which incorporates

3-27



a_

_2 u

Ib

[--------_

I I

I I

z I-- __._1_Z

i-u_>o

2'

Z

J "_z J

'_'I _ I
L___I

\
__!

)

Z_

/
J

3-28

I
Z
0

0_

0
m
I--

tf_

0

Z

0

U

U

1-

-i-

0

0

IA.



f

I

o
az o
O0 -

O<

3zs

_,_o_
2u

Z

_z

o__u_.
>_._

<_

r- .... 1
I I
I I
I _ I
I I
I I

I

2!-
//

I i I I
I _l_ I 2_ I

, o_ _-o__-_ _ 01
I _ I "_ I _ I
I zs_ I I
L ---J L----J

I
I

_z

0 _

!0 _

\

I

I

I
I

I

I

I

Z

___./I

3-29

0
m

cn

Z
0
U

z
0 •
u_

.J

u
o
t.-

'1"

v

o')

0
u.



Z
0

_.,o.o
UQU

ozz _
Z_

o,_

Z
0

_Z

0_

_o_

o_.__o:_I _r

L_J
I

L--_ ..I

O0

_o_

I
I

I

9

<

9

o;s

_I_

U_

N

. I,,i
z _

w _

z 8

r- I _

I _
I
I

'_ ii
Z_°z I_

'q:
u

)1

i

u

i)o---_

I

3-30

0
m
i-,

z
0
U

0
Z
z
0
I.-

U

=E

v

J,

0
w



\

3-31



3-32

| I
)1

)1

ill

I IN Z

0
!tl U

;11

u

v

8
N
e_

V,

M.

8_

0

0



2

Z
0

3-33

0

z
0
U

0
D

.<:

Z
.-,j

..J

U

<:

2:

J

0



I I
I I

t

Z_ _
_o_ez

z_O_
_0o_<

0=_00
u_<_

o_.

z.o

3-34

0
b-

o

z
o
U

Z

o
m

_J

b-
<

1"

v

o
t_



the conclusions of the means-sharing analysis are

presented in figure 3-14 (see cover envelope). This

block schematic illustrates that control of the space-

craft can be accomplished from integrated command/

display means.

The Position and Location Control functions

can use a common video-display system since these

subsystems will not be in operation simultaneously.

A common command-initiation console is feasible

if it is prov _ded with mode-selection capabilities.

The command-initiation console should also include

the positioning controls for television, since this

subsystem is instrumental to the success of both

reposition and relocation. These controls are

required for positioning and execution only, since

other commands pertinent to television would be

found at the Television Control Work Station.

During operation, the Television positioning

commands may be generated, upon initiation from

the console, by a computer program which couples

the arm or boom pointing angles with those of the

television cameras. The computer can also gener-

ate commands to drive the camera in orientation

during operation with the locomotion subsystem by

transforming the spacecraft-fixed axes to lunar-

fixed axes. Manually initiated commands can re-

fine the camera pointing angles after the gross

movement commands are generated by the computer.

Since the command-generation load is expected

to be quite low for the Power Control and the Tele-

communications Control Work Stations, and since

the motion of steerable antennas and solar arrays

is so similar, a single command-initiation console

with mode-selection switches was chosen.

The command/display means for Television

control should be physically located near the

Location/Position control means so that any stere-

oscopic or photomosaic displays used for motion

or position control may be viewed by the TV con-

trol personnel.

Sensor control can probably be executed from

a single command-initiation console if templates

or overlays and mode switches are provided.

These means should be located close to the display

and command means for experiment positioning,

considered as a part of the Locomotion/Position

Control Work Station.

It is recommended that the Mission Control

Work Station (used for coordination, review, and

approval of all aspects of the mission) be located in

the immediate vicinity of the operational work stations.

This would reduce the number of displays that must

be repeated and facilitate communications.

These concepts were synthesized into an artist's

rendition of the Remote Control Station showing the

relationship of selected means. This illustration

(figure 3-15) indicates five functional stations, each

provided with the capability to communicate with the

computer (control model) and each other. The Miss-

ion Control Station represents a reviewing, coordi-

nating, and approving facility, while the remaining

four stations provide the operational decision making

and execution necessary to spacecraft control.

The layout in this rendition is not drawn to

scale and should be considered only in the sense of

projecting a picture of the conceptual design of the

Remote Control Station. A specific layout of the

station might indicate that a more detailed analysis

had been conducted than in fact was the case in this

phase of the study and is therefore not presented. A

functional representation of the Remote Control

Station, together with criteria for determining the

adequacy of the selected concepts, permits the

design conceptualization process to be carried out

to its logical conclusion. This is the iterative

principle of design.

COMPUTER ROLE IN REAL-TIME CONTROL

The concepts and the means developed in the

preceding section include the use of automated de-

vices. The primary automatic means that was

assumed is the digital computer. With more com-

plex spacecraft configurations, increased experi-

mental capabilities, and the necessity of real-time

control, the operational control of future spacecraft

will become significantly more complex. By apply-

ing computer capabilities to the operational control

function, however, it is believed that the routine

control functions can be accomplished automatically,

leaving only the qualitative decision processes and

the more advanced control functions to be done

manually. Some of the factors which must be con-

sidered in arriving at the RCS control means are

as follows:
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1. The desire to accommodate a variety of

spacecraft systems having both lunar and

planetary missions which may occur in

rapid succession.

2. The desire to minimize modifications of the

RCS to control simultaneous but different

spacecraft systems.

3. The design details of future spacecraft of

concern, which are required to identify

specific control-console-design details are

not known at this time. Thus, differences

between future spacecraft cannot be identi-

fied. These include the following:

a. Experimental techniques;

b. Performance characteristics of sub-

systems such as degrees of freedom,

response time and accuracy, failure

modes and effects;

c. Resource availability and constraints on

simultaneous operations; and

d. Telecommunication capacity.

To achieve the RCS design objective, it appeers

that the physical means used for presentation and

control should be flexible enough to allow rapid

modification at a reasonable cost. Based on a re-

view of the means alternatives discussed above, a

concept was selected which appears to satisfy both

the detailed functional requirements and the basic

RCS design objectives. The approach is based on

the concept of programmable consoles wherein the

means used for display/interrogation/control are

produced by software packages which may be tailored

for each specific spacecraft/mission. This approach

is predicated on the assumption that generalized

RCS control consoles are not possible using the

classical hardware approach, and that reconfigur-

ation of hardware would prove too costly and time

consuming.

The principal factor in the software approach is

the existing and expanding state of computer-driven

display/interrogation technology. To date, this

technology has developed systems which have the

following characteristics.

l. CRT displays capable of presenting alpha-

numeric characters and curvilinear relation-

ships with excellent resolution.

2. The character control capability allows pre-

sentation of synoptic displays of data from

a wide variety of sources.

3.

4.

Elements of a synoptic display may be

changed without affecting other elements of

the synoptic display.

Inputs to the source computer may be made

through the CRT by using a light pen. The

nature of the inputs can vary according to

the display control program. Examples of

this type of input are:

a. Display modification;

b. Data processing (in this case the con-

troller identifies the data to be pro-

cessed and the processing function);

c. Historical data recall

5. Time-sharing computers capable of handling

numerous CRT displays simultaneously.

6. Existing systems program packages for dis-

play generation.

A review of these capabilities, specifically those

of the IBM ALPINE system, indicates that most, if

not all, of the presentation/computation/interrogation

requirements identified by the RCS control require-

ments analysis could be met by such a system. Al-

though the trade-off and effectiveness analyses which

would be required to evaluate this concept are be-

yond the scope of this effort, it is felt that a very

significant potential exists in this approach. Some

of these potentials are as follows:

1. Rapid decision making made possible by

rapid data access and processing capabil-

ities.

2. Direct processing of digital telemetry by a

digital system (i.e., digital-to-analog con-

versions are reduced).

3. Centralized information processing which

provides users with rapid access to any

data, depending on requirements and

organizational structure.
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4. An adaptive display which allows the user to

modify the presentation as the situation

demands.

5. A flexible system which, given the software,

may be adapted to a new mission almost

immediately.

Although the above concept appears to satisfy

the functional requirements of the RCS, it is our

opinion that considering the existing JPL facilities

and the state of technology of the direct-access

computer, a less sophisticated software approach

should be adopted.

One level of computer support that appears

quite feasible for spacecraft control at this time

is described in general terms in the following para-

graphs. The cited example is in terms of a control

model, or a computer program, designed for use

in the control loop.

The primary function of this model is to auto-

mate spacecraft control operations as much as

possible without reducing man's actual control of

the situation. Therefore, all but the lowest-level

decision processes (type I decisions) will still be

manual functions. However, working in the frame-

work of an automated system, the manual decision

process will be facilitated by faster and more ade-

quate data upon which the decision will be based.

Even with the lowest-level decision, manual con-

trol is maintained by accepting or rejecting auto-

matically-supplied recommendations by a required

"Go" or "No Go" signal.

Therefore, the model proposed in this section

is not one in which the control of the spacecraft is

automated, but rather the routine processes in the

operational control are automated to facilitate

manual control.

The primary functions accomplished by the

automated portion of spacecraft control are as

follow s :

1. The software program will test the com-

patibility of the desired subject activity

with the ongoing activities and spacecraft

status. A "No Go" recommendation will

be displayed if, for example:

a. Subject activity and ongoing activity

require common components;

b. Sufficient power is not available;

c. One activity will adversely affect the

other.

If a "No Go" status is indicated, the soft-

ware program will investigate the priori-

ties, users, time to completion, etc. of the

activities, and based upon these data, it will

display pertinent information and recom-

mend further action.

2. For a given activity, the software program

will test the status of required components

(sensors, transmitter, antenna, receiver,

etc.}, recommend changes of state of these

components to accomplish the activity, and

will initiate these changes of state when a

"Go" signal is received.

3.

4.

The software program will arrange all

required commands into the proper form

and time sequence, validate them as to

accuracy and completeness, and display

and initiate them when a "Go" signal is

received, or display errors and data voids.

The software program can monitor all in-

coming signals and upon the occurrence of

a certain event, display an alarm and/or

recommend action.

5. In addition to the above functions, the soft-

ware program has computational capabil-

ities which will be useful in transforming

input date (e.g., converting pointing

commands relative to the surface to a form

relative to the spacecraft) and for coordi-

nating activities (e.g., coordinating camera

movement with boom movements).

Figure 3-16 presents a flow diagram which

describes the proposed model. This flow diagram

is a general one designed to accommodate any type

of spacecraft activity within its framework.

To perform an activity using the techniques

described in the model, the required manual

functions are:
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i. Identify the activity desired.

2. Input primary commands and required

designated control commands.

3. Make qualitative decisions when necessary.

The machine outputs of the model would be:

1. Identification of conflicting spacecraft act-

ivities or status.

2. Identification of functions requiring qualit-

ative decisions.

3. If the activity checks out to a "Go" status, a

display of all required commands in the

proper format and time sequence.

A specific example of the control model is given

to further clarify the concept. Locomotion control

was selected for this purpose. The logical steps

that might be followed are described below.

The initiating commands are selected from the

Position/Location Control Console such as:

a. Steering angle

b. Step size or speed

c. Number of steps or distance.

These initial commands serve to identify to the com-

puter the activity required, and supplies the basic

data required for the performance of the locomotion

activity.

The software program then refers to a look-up

table which designates the required spacecraft con-

figuration for the locomotion activity. Next the

software program compares the required configuration

to the one currently being used by ongoing activities.

Also, the software program compares the power

required for the locomotion activity with the amount

of power available. In addition, the software pro-

gram refers to another look-up table which supplies

data as to the compatibility of the activities if one or

more activities are in process.

If the software program identifies the subject

activity as being precluded for any of the previous

reasons, it then displays data as to the priority of

each activity, the user, the estimated time to

completion, etc., and recommends further action

based upon the displayed data and the computer-

furnished recommendations. A manual decision

must then be made and initiated. One of three alter-

natives could be chosen:

i. The subject activity could be discontinued.

2. The software program could be instructed

to monitor the spacecraft activities, and

when the conflicting activity is completed,

to continue with the locomotion activity.

3. The software program could be instructed

to discontinue the ongoing conflicting

activity and to continue with the locomotion

activity.

After the system flow passes this point, the

software program refers to a look-up table which

indicates the required state of specific components.

The software program then refers to the present

status of each of these components (which is main-

tained in an additional look-up table), and for those

that are not in the proper state, the software pro-

gram identifies the proper command to bring them

into the proper state.

When the system flow has passed this point, the

software program refers to a look-up table which

contains the required formats and sequencing info-

mation. The software program then compiles all

required commands into the required format and

sequence. A validity check for completeness, form,

and sequence is then made on these required com-

mands. If there are any errors (suppose the direction

of motion, forward or reverse, was not included

in the initial data input), the operator will note and

correct the omission. If the error is in format, this

will be displayed and corrected by the computer.

If there are no errors, or if the errors have

been corrected, the software program will display

to manual control all necessary commands for

approval. If they appear satisfactory, the activation

of a "Go" signal will transfer the commands to DSIF

for transmission to the spacecraft.

This description of a control model is intended

to represent a concept of a computer operating in

concert with man, where the control model assists

man in executing real-time control. In this way, the

judgmental and decision-making capabilities of man

can be effectively utilized in an automated control

system.
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QUANTITATIVE EVALUATION REQUIREMENTS

As indicated in the previous chapter, approaches

and concepts may be developed to cope with qualitative

requirements; however, rarely has satisfactory per-

formance been obtained from a system structured

on qualitative requirements alone. Although a sys-

tem can be designed with little quantitative data at

hand, the results can hardly be expected to be as pro-

mising as those where all factors significant to

design have been delineated and a range of values

established.

The conceptual design presented in the preceding

section was developed primarily from qualitative

requirements. This is not to say that the concept is

invalid nor that conceptual designs based on qualita-

tive requirements alone are inherently weak. The

implementation of such a concept, however, is more

demanding. The assumptions underlying the concept

require testing, particularly those assumptions that

may result in divergencies in design concepts. By

providing quantitative values to those sensitive areas

of assumption, a stronger justification for {or rejec-

tion thereof) can be made for the resultant solution

to specific design problems. Some of the aspects of

the Remote Control Station that require quantitative

evaluation are discussed below.

QUANTIFICATION OF RELATIONSHIP OF

CONTROLLABLE TO UNCONTROLLABLE

FU N CT IONS

An underlying assumption to the conceptual de-

sign developed in this study was that the functions

comprising the Remote Control Station would contri-

bute greater time delays and potentials for error

than those functions external to the RCS. Further,

it was assumed that implementation of RCS design

can be controlled since it is the object of the design

study, but the means for the interfacing functions

are relatively fixed to those currently in use (for the

time period involved). An exception to this assump-

tion was made in the means to transfer command

sequences between the RCS and the DSIF. In this

instance, a form of a direct-couple system was

assumed. To test the basic concept derived in the

preceding section, the relationship between the

elapsed times and the functional reliabilities within

the RCS functions and the functions that are necessary

for control within the adjacent system should bc

determined. This relationship is important since

long time delays in adjacent functions may override

any advantages of shortening the time delays in the

RCS.

Statistical data on time delays and error proba-

bilities within the existing JPL command system

(particularly within the adjacent systems) can pro-

vide one set of values. Data on expected time delays

and error rates for the pertinent RCS functions can

be gained by engineering judgement, analysis of the

required activities, survey of the available means to

meet the requirements, and reference to similar

situations in other systems. Once the relationship

has been established, the basic assumptions can be

tested and the decisions resulting from those

assumptions validated or modified.

COMMAND QUANTIFICATION

A determination of the required frequency of

each command type originating from the RCS is

required to develop an optimal configuration of

means. An effects analysis is suggested to solve

the problem of command classification, i.e., deter-

mine the effect of command errors for each type of

command identified in this study. A determination

of the number of commands expected for the control

of each spacecraft function, the frequency 1 with

which they are expected to occur, and those requiring

management review and approval can be obtained by

a command count (1) after the effects analysis has

been performed and (2) after an estimate on the

decision and execution times within the RCS has been

made. The resultant quantitative data will better

enable the designer to determine the number of con-

trol positions, the number of personnel required to

man them, and the expected load on project manage-

ment in the review and approval function.

1
The frequency of produced commands depends up-

on the type of processes that are required and the
means provided to meet the requirements.
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RCS TIME DELAY QUANTIFICATION RELIABILITY QUANTIFICATION

Each process or action within the Remote Con-

trol Station consumes time. An assumption made in

deriving the design concept was that the quantity of

fast response situations required the use of auto-

matic systems within the RCS, such as a command-

retrieval system. This assumption may be invalid

if the time involved in review, validation, and other

quality control measures is significantly greater

than the time savings resulting from automation.

Also, the assumption was made that the level of

automation suggested by the design concept would

reduce error probabilities, decreasing the time

required for quality control. These assumptions

require testing.

The total elapsed time from data input to com-

mand output can be estimated by listing all of the

processes, actions, and decisions that must occur;

determining which are in sequence and which are in

parallel, and the means available to perform the

functions; and generating the range of time values

expected based on best judgment. This judgment

can be enhanced by referring to experiences in

similar circumstances, observing and interpreting

time values from ongoing JPL activities, and, if

necessary, conducting a small research project.

The results of such a project should help establish

(1) which functions, activities, and tasks are time

sensitive, (2) quantitative values and the variance of

performance times for these functions for the most

promising concepts, and (3) provide time data to be

used in a time-reliability trade-off analysis. A

formal research effort would be justified if (I) the

desired results are not available from other sources,

(2) the desired results significantly affect design

decisions, and (3) the research effort costs less

than the potential design error. The resulting data

will help establish which means should be selected,

the loading and distribution of loads in the RCS, and

will indicate a relationship between particular RCS

means and concepts and response times. It is

anticipated that various design decisions, if imple-

mented, would result in different minimum response

times. Such data are desired prior to design

implementation.

Although the effect of errors can usually be

predicted, the probability of an error occurring

within the Remote Control Station is quite difficult

to predict during design conceptualization. A basic

assumption made when selecting and allocating

general means to particular functions was that the

inherent reliability of the RCS was essentially time

dependent; i.e., any arbitrarily selected reliability

value could be obtained if sufficient time was

allowed during the subject process. Although this

is not strictly true, particularly in processes in-

volving human judgment, the assumption establishes

that a relationship exists between time and relia-

bility. It was also assumed that the probability for

error within the RCS was sufficiently high to require

quality control measures. Commands requiring

extensive time-comsuming quality-control measures

were assumed to be the slow response type; whereas,

those requiring the least quality-control time were

assumed to be the fast response commands. These

assumptions impact the activity flow within the RCS

and the means required to implement the function.

Therefore, they must be tested.

A time-reliability relationship, for given means

selections, is desired for further design studies. It

may be based on data collected on the reliability of

man and machine performances in situations similar

to those expected to occur within the RCS. Project-

ing and evaluating the variation in performance

reliability in accelerated or retarded times as well

as increased and decreased work-load conditions

should provide a reference for developing a relia-

bility model of the Remote Control Station prior to

design implementation.

COST QUANTIFICATION

Many times a designer is instructed to conceive

a system without regard to its monetary costs. Usu-

ally, that freedom is curtailed during system

development and procurement. If a monetary con-

straint is imposed, the basic concept may have to

be altered. It then behooves the systems designer

to be able to relate system costs and performance to

defend a higher cost system if necessary, or, con-

versely, to avoid unnecessary expenditures when

performance is not enhanced or is not critical to the
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system output. Data on the means costs of the

system are therefore needed. A tabulation of the

candidate means with their capabilities and their

costs wfll permit valid trade-offs to be conducted.

Other factors to consider in such an analysis are

the impact that candidate means may have on periph-

eral systems. For example, if a selected concept

that meets both cost and performance specifications

propagates increased costs or decreased perform-

ance in interfacing systems, those changes must be

included in the trade-off. In the design concept pre-

sented in this study, no specific constraints were

placed on costs. The costs to implement the design

were not estimated; however, they appear to be

reasonable. Implementation of the selected means

concepts is considered to be well within the current

state of technology.

QUANTIFICATION OF RCS EFFECTIVENESS

The Remote Control Station, together with the

adjacent systems, should be assessed for effective-

ness. Since many design decisions inherent in the

design concept influence one or more of the factors

contributing to effectiveness, a quantitative deter-

ruination of this measure is needed to determine

(1) the potential effectiveness of the design concept

and (2) areas of improvement. One technique to

quantify effectiveness has been presented in chapter

II by means of a digital-computer simulation model.
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IV. CONCLUSIONSANDRECOMMENDATIONS

Thepurposeof this chapteris to presentthe
conclusionsinferredor derivedfromthestudyand
recommendstepswhichwill allowtheresultsof the
studyto dateto be carriedto a pointof fruition.
Theconclusionsare basednot onlyon the study
resultsthemselves,butalsoontheapplicationof
Serendipity'ssystems-analysistechnique.

CONCLUSIONS

1,

2.

3.

4,

5.

A conceptual design of a Remote Control Station

(RCS) system can be developed which conceiv-

ably can control future unmanned spacecraft

systems even if the design of these systems is

not definitive. The adequacy of the design de-

pends, however, upon the adequacy of space-

craft systems analysis. If the spacecraft

systems analysis has successfully defined the

major spacecraft performance variables, the

conceptual design of the RCS should be adequate.

The major changes of states in the RCS occur

in the Assess Situation and Determine Course of

Action functions. The complexity of these func-

tions depends on both the predicability of the

initiating state and the required state, given

the initiating state.

A considerable number of RCS control functions

(subfunctions of the Assess and Determine

Course of Action function require the same

information. This sharing can be handled

either by common displays, or by different

displays driven by common software, depending

on the criticality of the information.

Control types I and II are highly amenable to

automation, or automation under manual control.

These controls also lend themselves to local-

option decision control which reduces the

integration load and, in turn, decreases the

response time.

The spacecraft systems that the RCS must be

able to control have not been defined to the

extent where specific responses to spacecraft

mechanism state changes can be defined.

6.

7,

8,

Furthermore, even if these were defined at this

time, the likelihood that design changes would

occur before and during the lifetime of the RCS

is very high, An effective RCS must be able to

account for these modifications without having

to undergo time-consuming and/or expensive

modifications. The most suitable RCS design

appears to be one based upon mission-indepen-

dent hardware driven by mission-dependent

software. Such an approach should result in

minimum reconfiguration of hardware from

mission to mission, since most of the recon-

figuration could be handled by changes in com-

"puter programs. This concept may uncover

other design problems in the areas of standard-

ized displays and controls, modular arrange-

ment of hardware, and configuration control of

computer programs.

The conceptual design was defined to the level

of work stations, functional responsibilities,

and block schematics. A more detailed design

was not possible primarily because there was

neither sufficient time nor manpower to accom-

plish this. The next lower level of design

details could have been provided {but this was

not advisable) if sufficient time and manpower

had been available to develop a comprehensive

list of candidates of spacecraft mechanisms

which could be categorized into groups requir-

ing similar displays and commands.

The modular aspect of the conceptual design

will accommodate multiple missions simulta-

neously. The extent to which additional consoles

will be needed is a function of mission priorities

and similarity of parameters between the mis-

sions. Simultaneous missions may require

additional hierarchies in the organizational

structure if the load becomes excessive.

The RCS functional configuration is based on

the assumption that the reliability of command

sequences as generated (or modified) will be

sufficiently less than unity so that check func-

tions will be required. If this assumption is

not valid, and if the check function is not highly

reliable, there is a possibility that the check

4-1 iS



functions may increase the system reaction

time without significantly improving the overall

system reliability.

9. Integrated control is possible with an organiza-

tional structure consisting of no more than

three levels in the hierarchy. Additional levels

may be required if simultaneous missions are

conducted and the load is greater than can be

handled by the top level. The experimenters

should be the lead controllers. Integration

between the experimenters and the support-

function controllers becomes necessary only in

the event of conflicts. Conflicts can then be

resolved by the next higher level. Usually, the

support functions are required to support the

experimenters. "Unreasonable" requests can

be resolved by the next higher level.

10. The basic requirement for the higher levels in

the organizational hierarchy is to continually

update the mission plan, assign priorities,

interface with higher-level management in the

overall system, and review critical decisions.

11. Critical decisions regarding man-machine allo-

cations were made possible by classifying con-

trol situations into types I, II, and III. These

decisions were independent of personnel type,

rather, they were based on the general capabil-

ities of men and computers. Multiple man-

machine allocation decisions will be required

at the next lower level of design.

12. Man is the basic decision maker; however, he

is aided by the computer, which recommends

actions and checks the reasonableness of his

decisions.

13. Attempts to arbitrarily classify the time dimen-

sion into real time, near-real time, and non-

real time, etc., do not appear to define

adequately the boundaries of a "fast response"

RCS system. The important factor appears to

be the time delay allowed between the occur-

rence of an event and the reaction to that occur-

rence, and the time delays necessitated by

physical law, such as the time required to

transmit the information from the spacecraft

to Earth and vice versa. These are the time

factors which are critical to the design of the

remote control station. Whether these delays

are classified under any category of real time is

not important for analysis and design purposes.

14. The ultimate design of the RCS cannot be fixed

until quantitative requirements have been esta.b-

lished and met, and the relationships between

the performance elements in the system and the

system criteria have been established and quanti-

fied. Means allocated on a qualitative basis will

not necessarily meet the quantitative require-

ments. The current design concept of the RCS

is based primarily on qualitative requirements.

Its "worth" cannot be proven at this time. Fur-

thermore, selection of a set of specific means

cannot be justified at this time due to the lack of

quantitative data concerning the extent to which

the means contribute to system performance.

15. A digital simulation model is considered to be

the most effective means for obtaining quantita-

tive data and establishing quantitative relation-

ships, because of the large amount of interactions

involved in this system. The performance of

specific functions or means within the RCS are

dependent not only upon the performance or re-

lated functions and means, but also upon varia-

tions of noncontrollable elements, such as

environmental conditions and performances

within adjacent, interfacing systems such as the

SFOF. Delays on the order of minutes in the

adjacent systems may not make it worthwhile to

attempt to improve response times in the RCS.

Therefore, although more detailed design is

possible at this time, it would not be worthwhile

until quantitative requirements and relationships

are defined.

16. Serendipity's systems-analysis technique was

generally applicable to the project. Application

of the technique in this study identified the need

for one major modification and one major weak-

ness.

a. The technique, as previously stated, re-

quired assessment of system effectiveness

after the initial conceptual (physical} design

was completed. Experience on this study,

as well as other recent studies, indicates

that quantitative requirements and relation-

ships can and should be defined (1) after the

initial functional configuration is developed,

and (2) before the initial conceptual design
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is developed.Thequantitativedatawill
aidthedesignerin allocatingmeans,rely-
ing lessonjudgmentandexperience.

b. The major weakness in Serendipity's tech-

nique is the scarcity of guidelines for con-

ducting static synthesis of analytical data.

The lack of such guidelines resulted in

premature design conceptualization which

had to be modified after the data were

properly synthesized. More attention must

be given both to proper synthesis of analyt-

ical data and to development of tools to aid

in this synthesis.

C° The technique provided highly useful guide-

lines for analyzing the systems; however

(1} did not prevent the analysts from delv-

ing into "blind alleys, " (2) it is difficult to

communicate unless the receiver is expe-

rienced in systems-analysis problems the

technique is designed to meet, and {3) it

must be applied at all levels of analysis if

the results are to reflect the analysis.

17. To develop a conceptual design within the time

and cost constraints of the study, it was neces-

sary to assume means constraints which ap-

peared to be realistic and practical. Artificial

constraints can stultify creative design but to

proceed without any constraints is not practical

either, since the project still had to be com-

pleted within the specified budget and schedule.

However, the lack of means constraints by JPL

allowed us to assume constraints as they were

deemed necessary to properly scope the project.

Generally, the reasonableness of the assumed

constraints could be checked quite easily.

18. A sufficient quantity of relevant research data

was not readily available to allow personnel

allocated to the task to develop design principles

useful to the study. It is not known whether such

principles can be developed now that the require-

ments for the RCS have been defined.

19. The original program plan, to include both the

(1) development of a system-effectiveness tool

and (2} application of the tool to assess the sys-

tem effectiveness of the conceptual design, was

overly optimistic. The tool cannot be developed

until the functional configuration is defined. The

functional configuration of the RCS could not be

properly defined until the spacecraft states were

analyzed properly. Analysis of the spacecraft

states consumed approximately twice as much

manpower as we had originally planned due to

lack of definition of the candidate spacecraft

systems and the need to synthesize available

data on the spacecraft systems.

RECOMMENDATIONS

The recommendations in this section are limited

to those considered to be necessary to assess the

adequacy or effectiveness of the RCS conceptual

design presented in this report. Recommendations

beyond the scope of logical extension of the current

study are not presented since they would appear

presumptuous and not adequately justified.

1. Quantitative Analysis of the RCS

Conceptual Design

It is recommended that the digital simulation

model discussed in chapter II be developed and used

to (1) assess the relative effectiveness of the concep-

tual design presented in chapter III, and (2) develop

quantitative relationships between system-perfor-

mance criteria and accountable factors. The inde-

pendent variables for the study should be:

• a. Performance times for all RCS functions

b. Functional reliability for all RCS functions

c. Spacecraft compositions

d. Data-collection objective priorities

e. Delay times in adjacent systems

The study can be conducted without data on cur-

rent operations, but final interpretations and a more

efficient study can be conducted if a reasonable

range of a, b, and e are established on the basis of

current operations. Therefore, part of this study

should include analyzing (and collecting, if neces-

sary} time and reliability data on current SFOF

operations similar to the functions in the RCS.

Whether reliability data can be obtained on cur-

rent SFOF operations depends on the manner in

which data have been and/or can be collected. In

the event that functional reliability of current opera-

tions cannot be assessed, it is recommended that a

reasonable range of values for study be based on

4-3



data available in public literature. Specific studies

to obtain such data should be withheld until the

sensitivity of the system to functional reliability

is established.

Reasonable ranges of values for c and d can be

established by a committee of JPL scientists and

engineers. Priorities may be difficult to establish,

but the only requirement for the priorities is to have

a representative sample of priority schemes.

It will also be necessary to relate RCS mean

classes to the accountable factors to estimate the

contribution of the specific conceptual design to

system effectiveness. This effort should also aid

in identifying areas which should be examined in

greater detail.

2. Effectiveness Analysis of Programmed

Display/Control Concept

It is recommended that an investigation of the

feasibility of a mission-independent hardware/mis-

sion-dependent software design concept be conducted,

concurrent with 1 above. The effectiveness of this

concept, in terms of cost, response time, reliability,

growth potential, and flexibility, should be the basic

objective of the study. Since this approach appears

to offer great promise in display/control flexibility,

it merits a detailed analysis. The analysis should

assess the required computer capacities, the pro-

gramming loads, and the times and costs necessary

for implementation of selected control functions as

well.as for total control of the spacecraft system.

The implications on current and planned computa-

tional facilities, in terms of cost and flexibility,

should be determined considering the acquisition,

installation, and checkout of peripheral equipment

compatible with the existing or planned computational

system. Similarly, the cost effectiveness of acquir-

ing new equipment should be determined. This

recommended study consists essentially of two

major efforts :

a. Analysis of JPL data-processing require-

ments and capabilities, and the impact of

an integrated, generalized computer-driven

display/control concept.

b. A detailed study of the state of the computer-

driven display and standard display tech-

nology (cost versus capability).
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V. APPROACH

The approach used in this project may be

classified as a system engineering approach. The

purpose of this chapter is to describe that approach

and the underlying concepts to provide some insight

into the reasons for some of the results presented in

the report. The description is not intended to serve

as a "cookbook" nor a procedure for system engi-

neering which can be applied to other projects. We

have neither the time nor the capability to provide

such a document. We have, on occasion, proce-

durized certain portions of the system-engineering

process for specific projects, especially when a

large number of analysts are involved. However,

these procedures are seldom found to be adequate

for other projects because of their specificity.

The approach is explained in terms of under-

lying concepts and ground rules for applying the con-

cepts. The description does not cover every step

taken in the project nor does it attempt to explain

every product. However, an attempt is made to

explain the ground rules in sufficient detail to allow

the reader to reconstruct the major steps if this is

deemed necessary. It is highly doubtful that the

total process can be reconstructed on the basis of

the concepts and ground rules alone. It is also

doubtful that the reader will be able to implement

the approach presented in this chapter on the basis

of the concepts and ground rules alone. There is

still a considerable amount of "art" involved in the

system engineering process. Concepts and ground

rules such as those presented in this chapter help

to structure the approach. The quality of the out-

put, however, is still dependent on the capability

and experience of project personnel.

The set of concepts used in the project and des-

cribed in this chapter was developed over a period of

years by various individuals currently associated

with Serendipity. The concepts are not necessarily

unique nor universally accepted. However, they

have proven to be quite useful in the analysis of

widely diversified systems. The set is a dynamic

one in that it has been continually expanded or

modified, depending upon the experience gained

with each problem to which the concepts have been

applied. Thus, the set of concepts presented in

this report differs somewhat from the set presented

in previous efforts to document the concept. Simi-

larly, the set will very possibly differ somewhat in

subsequent reports. Over a period of approximately

eight years, the major changes have been in expan-

sion of the set, more formalization, and additional

details.

ASSUMPTIONS UNDERLYING THE CONCEPTS

Our concepts were developed because of certain

assumptions we have made about the system-engineer-

ing process. These assumptions are not critical to

the validity of the concepts, but they are important

to the usefulness of the concepts.

Assumption 1

Most systems developed under the auspices of the

United States Government are too complex for any one

individual to adequately consider all the relevant

materials. This assumption indicates the need for

some means of partitioning the system into manage-

able elements.

Assumption 2

A significant portion of any new system is com-

prised of resources developed and/or used in older

systems. Thus, a new system may be created, but

it is usually comprised of many old parts. Only a

portion of the design process requires creativity and

the rest of the process involves finding new uses for

existing parts. This assumption also suggests a

need for partitioning, but for the purpose of deter-

mining whether creation or reassignment is required.

Assumption 3

The manner in which a problem or requirement

is presented affects the solution. Too frequently

solutions are sought without an adequate definition of

the problem. Similarly, systems analysis is fre-

quently initiated with a preconceived notion of the

design which usually results in the analysis being

biased by the preconceived design.

The strong emphasis on requirements orientation

in the approach is based on this assumption.
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Documentationpersedoesnotrepresentobjective
analysis. It doesmakeit simplerto detectbiases,
but this advantagecanbedilutedconsiderablyif
the reviewers are inundated with data.

Assumption 4

Creation per se is not adequate for a specified

system. The value or merit of the created design

must be measured in terms of the extent to which it

contributes to meeting the requirements in relation

to its cost. A new creation is not useful if it does

not meet the requirements. This assumption, plus

the partitioning, indicates the need for some method

of synthesizing the parts and measuring the totality.

Assumption 5

Some order or structure must be introduced in-

to the design process if it is to be accomplished

within time and cost limits. The structure should

not restrict the creative aspects of the design pro-

cess, but rather should enhance them. This

assumption indicates the need for clearly defining

requirements in non-means terms which will allow

the designer the freedom to search for and/or create

the designs without restricting his search or crea-

tion by preconceived designs.

SOME USEFUL CONCEPTS

A detailed search of system-engineering litera-

ture indicates that very little public information is

available on concepts underlying system engineering.

Voluminous materials are available on (1) the ad-

vantages of system engineering, (2) procedures for

implementing portions of the process, and (3) tech-

niques applicable to specific aspects of the total pro-

cess. This chapter is not intended to fill the con-

ceptual void. The concepts are presented merely to

explain the approach used in the project. The con-

cepts may not coincide with what others regard as

those underlying system engineering. The com-

patibility of the concepts discussed here with other

concepts can be determined when the other concepts

are made public.

THE STATE-CHANGE CONCEPT

A state may be defined as a set of qualities

which describes a form of existence of any aspect

of the universe. A state can be expressed with any

symbol or words which reflect qualities of the real

world and can be quantified. Any two states of the

same class define a performance entity if the time

for the states differs and if one or more of the quali-

ties comprising one set differs in value or type from

the qualities comprising the second set. In such a

case, the state occurring first is termed input state

and .the state occurring last is termed output state.

A system is a set of performance entities which

act in concert to change an input state to an output

state, within established constraints. A system can

be a performance entity. The definitions of state and

system indicate that anything can be treated as a

performance entity so long as the input and output

states can be defined. Conversely, to define a per-

formanee entity one must first define the input and

output states. This is the state-change concept. The

name attached to the entity is not important techni-

callyj although it may be for communication purposes.

Generic terms frequently used for the entities are

system, subsystem, function, activity, and task.

Generally speaking, these differ in terms of the com-

plexity of performance required for transition from

the input state to the output state. The process of

specifying states to define requirements may appear

simple and straightforward, but generally it is not.

Let us examine some sample differences in require-

ment statements when the state-change concept is

us e d.

The basic requirement for a weapon system is

generally some state of destruct of enemy targets,

or an active enemy weapon system in a passive state,

usually as a result of our system serving as a deter-

rent. In order to properly define the requirements,

it is necessary to specify both the set of qualities

which define the operational state of the enemy tar-

gets and the set of qualities which define the destruct

state. System specifications frequently contain

statements covering speed, payload, etc. These,

however, are not requirements at the overall system

level according to the state-change concept. They

are constraints (necessary though they may be) in

that someone has already made a decision on the size

of the payload (means) and the reaction time which

will be necessary to achieve a certain level of de-

struct state ofenemytargets. However, these same

parameters may be a requirement for a function(s)

within the system.
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Thebasicrequirementfor a checkoutfunction
is to changethestateof knowledgeor information.
Anequipmentitementersacheckoutfunctionin a
givenstate(goodor bad)andleavesthefunctionin
thesame state• The only state change required of

the function is information or knowledge on the

true condition of the equipment item. Furthermore,

in order to properly define the requirements for

the function, it is necessary to define the various

"No Go" or bad conditions the equipment item might

be in and about which information is required.

Similarly, the requirement for a "check"

function in the RCS is a knowledge state regardilng

the quality condition of command sequences. The

"check" function does not change the state of the

command sequences. In other words, the actual

state of the command sequences remains the same.

However, the knowledge state regarding the quality

of the command sequences is either zero or less

than some specified value. The requirement for

the function is to increase the knowledge to the

specified level. In order to accomplish the neces-

sary change of state, it will probably be necessary

to obtain some measurements which can provide the

necessary information to advance the knowledge

state to the required level.

In the same manner, the basic requirement

for the total data-collection system is to advance

the state of knowledge of certain properties of the

Moon, Mars, and/or Venus. The basic state-

change requirement is not to collect data, or to

control spacecraft locations. These are perfor-

mances required to advance the knowledge state. In

this study, it is assumed that achieving certain

data states will allow achievement of required

knowledge states.

Proper definition of the states is extremely

critical to the state-change concept. Unless the

states are defined, analysts will frequently use

familiar names to identify a function (or block with-

in a functional-flow block diagram) without first

determining the requirement for the block of

function. More important, the blocks tend to be-

come "gospel" because they are functions, not

equipment, and therefore are assumed to be valid•

Unfortunately, many functions are frequently

created to fit a preconceived design. The afore-

mentioned checkout function is a good example.

Almost every existing maintenance system has a

multitude of checkout functions. This does not neces-

sarily mean that every system should have all these

checkout functions• If the increase in information

state is not significant, one must seriously question

the utility of a checkout function• This also applies

to the check function included in the RCS FFLD in

figure 2-14. For example, it may be possible to

design a method formulating command sequences so

reliable that the probablity of an error is reduced to

• 0001. The check process itself may erroneously

reject good command sequences which could degrade

the overall system performance.

THE SYSTEM HIERARCHY CONCEPT

A system rarely exists by itself. It is generally

a part of a larger system and interacts with other

systems which may or may not be a part of the same

larger system. The larger system of which the sys-

tem of concern is a part is termed the supersystem.

The system of primary concern is termed the refer-

enc.__e s__stem. This is the system to be developed.

The system acted upon directly by the reference sys-

tem is termed the object s_,ystem. Usually, the pri-

mary objective of the reference system is to effect

a change of state in the object system.

Any other system (besides the object system)

which affects, or is affected by, the reference sys-

tem is termed an adjacent system. An adjacent

symtem which affects the reference system either

contributes to one or more of the qualities compris-

ing the input state for the reference system, or

imposes a constraint on the reference system. An

adjacent system affected by the reference system

either receives an input from the reference system

(desired or adverse) or is constrained by the refer-

ence system.

The relationship is not always easy to identify.

However, it is important to establish the relation-

ships as early as possible in order to clearly identify

the boundaries of the reference system. Boundaries

not clearly defined at the outset are apt to return to

hauat you.

In most cases, the object system will have to be

analyzed in detail to define the requirements for the

reference system. Failure to do this has created

considerable problems in development programs in
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the past. In the current project, the object system

is a generic unmanned spacecraft system, whose

objective is to collect specified scientific data at

the moon and selected planets. The reference sys-

tem is the Remote Control Station (RCS) system.

Examples of adjacent systems are the Deep Space

Instmlmentation Facility (DSIF) system, portions of

the Space Flight Operational Facility (SFOF), and

the JPL personnel system.

The basic purpose of figure 2-3 in chapter II

was to help establish the boundaries of the compo-

nent systems and the relationships between the

systems. Although the states were expressed in

relatively gross terms, they served to establish the

basic responsibilities for the various systems. For

example, the only data transmission responsibility

for the RCS is. whatever transmission is necessary

to locate the commands at the place and in the nec-

essary form where the SFOF can take over.

An important delineation was establishing the

boundaries of the spacecraft system. The DSIF and

SFOF systems were treated as constraints for the

study. Although interfaces with the DSIF/SFOF

could have a significant effect on both the total sys-

tem and RCS operations, they do not establish re-

quirements for the RCS, the reference system.

Therefore, analyzing them would not be fruitful at

this time. On the other hand, the spacecraft system,

which is the object system for the RCS, had to be

analyzed to establish the basic requirements for the

RCS. The boundaries established in figure 2-3

helped to prevent confusion on whether to include

specific aspects of the DSIF and SFOF in the analysis

of the spacecraft system and the RCS system.

THE CONCEPT OF REQUIREMENTS

PRECEDING MEANS

Means may be defined as a process of effecting

the transition of an input state to an output state. It

is important to note that means may be either func-

tional or physical. Physical means (e. g., man,

computer, technical manuals) are required to

implement functional means (e. g., calculate, detect,

display). Generally, there are alternate physical

means to implement a given functional means, and

alternate functional means to implement a given

state change required. In systems engineering,

settling on physical means before identifying the

functional means can restrict the creative aspect of

the design process. However, we should recognize

that the functions also represent a level of means,

albeit not as specific as physical means.

In recent years (especially with the advent of

the AFSCM 375-5 document), considerable attention

has been given to establishing the functional require-

ments before settling on hardware, personnel, dis-

plays, procedures, etc. It should be pointed out

that the power of this approach will be lost if the

functions are defined in an arbitrary manner. There

must be an underlying reason for delineating func-

tions. We have found that partitioning the system

into smaller units of state changes within the system

helps considerably in conducting an objective func-

tions analysis. It is important to keep in mind that

functions analysis and other similar analyses are

conducted primarily to provide the system engineer

a base for selecting a set of physical means which

will best meet the requirements within the time and

cost constraints. Some of these means may have to

be treated. Most of the means are probably in

existence but will have to be found.

As indicated previously, no new system is de-

signed to exist in a vacuum. In fact, one might

regard any new system as essentially an evolution

from some existing system or systems. Even in

the current study where constraints were not stated

explicitly, the RCS is still an evolution of certain

aspects of the SFOF currently in operation. For

example, the SURVEYOR flights are controlled by

the current version of an RCS, although it is not

termed an RCS. Certain means are generally

established as constraints at the outset. For exam-

ple, JPL personnel with certain performance char-

acteristics and the JPL computer complex probably

are realistic constraints for the RCS. Constraints

are defined as limits placed on the freedom of

selecting means (functional or physical) for a system

or any portion thereof. Establishing means as a

constraint is a very tricky business. Frequently,

one has to establish constraints to take advantage of

experience gained in similar systems. Somewhat

paradoxically, preestablished means tend to limit

the search for new and perhaps better means during

the development process.

It should be noted that constraints are generally

necessary "evils" in a development program if the
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programhasatimeor cashlimitation. This is
especiallytruewhenconstraintsexist regardless
ofwhethertheyarestated. Decisionmakingin a
situationwhereinfinitedegreesof freedomexist
canbeanextremelylengthyprocess. Toproperly
scopetheeffect, it is frequentlynecessaryto
identifypracticalconstraints,i.e., constraints
whichprobablycouldnotbeovercomewithinthe
time periodofthestudy,or the lifetime of the
system.

Examplesof suchconstraintsassumedfor this
studyare theexisting SFOF/DSIF, JPL personnel,

the JPL computer complex, some of JPL's current

methods of checking the compatibility of command

signals, and JPL's data-processing means.

The need for constraints to establish some

limits on the alternatives to consider is probably

one of the greatest traps associated with constraints.

There is a gray area of judgment involved in deter-

mining whether a means constraint is necessary to

limit the scope to a practical level, or whether a

set of means is erroneously selected before the

requirements are firmly established. Requirement

statements tend to be somewhat abstract whereas

means are relatively concrete. Therefore, the

general tendency seems to be to gravitate towards

a specific set of means, even when generating

requirement statements.

THE SYSTEM-EFFECTIVENESS CONCEPT

The output state of a given system is usually a

set of qualities, each of which can be regarded as

objectives. System effectiveness is a measure of

how well these objectives are met and the extent to

which elements within the system contribute to the

effectiveness. These elements are generally

termed "accountable factors. " In certain cases, a

meaningful definition of system effectiveness cannot

be accomplished unless the supersystem is consid-

ered. In the current study, the criteria measures

for system effectiveness are related to the output

states of the spacecraft systems (scientific data)

rather than the output states of the RCS system.

According to the system-effectiveness concept,

the relative value of an element within the system

is determined by the extent to which it contributes

to overall system performance. This allows trade

studies by comparing the relative contributions to

system performance with the relative costs involved.

This also requires every ma3or element in the sys-

tem to be expressed in terms meaningful to the

overall system performance.

Applying the system-effectiveness concept is

not a simple task. There is generally a high degree

of interaction between elements within a system which

makes it quite difficult to isolate the extent to which

a given element, such as a set of displays or an

individual situation assessor, contributes to system

performance. The relative effectiveness of a spe-

cific portion of the RCS system can be evaluated only

in terms of how well it supports the object system in

collecting useful scientific data. However, the effec-

tive performance of the selected portion is dependent

on other variables as well, such as the DSIF, envi-

ronmental conditions, organization of mission per-

sonnel, other elements in the RCS system, etc. The

problem is one of partitioning out the other effects

such that the effect of the portion of concern can be

considered above and beyond the fluctuations caused

by the other variables. Although this is not simple,

it can and has been done.

System effectiveness is a concept that has gained

considerable popularity in recent years, both in

government and in industry. Relatively successful

operations have been noted in various projects.

However, widespread application in daily design

activities is still not a reality. To implement the

concept at the detailed design level, useful techniques

must be provided an._d the engineers must accept the

approach as a useful one. Neither the technique nor

acceptance is a reality yet. However, advancements

in the development of techniques and increased inter-

est by top management and government agencies

indicate that the concept will soon be implemented

in all major development programs.

The major difficulty in implementing this concept

appears to be in relating detailed accountable factors

to system-effectiveness criteria. Interaction between

accountable factors is the rule rather than the excep-

tion in most complex systems. For example, delay

time in responding to spacecraft state changes inter-

act with performance reliability in that errors affect

the delay time and time stress tends to decrease

reliability when personnel are involved. The two

factors also interact with planet and spacecraft

5-5



conditionswhichdeterminethedemandsplacedupon
theRCS.

Despitethedifficulties, techniquesareavailable
at leastto implementtheconceptin part. Thealter-
nativeis to suboptimizeor to bankonengineering
judgmentwhichcannotbevalidateduntil a relatively
expensivemodelis available.

CONCEPTSOFANALYSIS AND SYNTHESIS

Analysis is a process of partitioning a system

into smaller performance entities, and synthesis is

the reverse process of combining the performance

entities within a system to form a set. A mathemat-

ical analogy to analysis and synthesis is differential

and integral calculus. Functions analysis is the

generally accepted process of partitioning the system

into smaller elements. The process can be applied

to the object system as well as to the reference sys-

tem, but the level of difficulty is considerably higher

for the latter than for the former. In the case of the

object system, the system already exists and the

process is primarily one of reviewing and document-

ing the functions. In the case of the reference sys-

tem, the functions analysis represents the first-cut

at defining the elements of the system. Each function

defined becomes a part of the system for which some

physical means will be assigned (or designed).

There is no generally accepted method of syn-

thesizing the elements. Many designers depend on

the capability and experience of groups assigned the

responsibility for physical subsystems, e.g., com-

puter subsystem, power subsystem, personnel sub-

system, technical manuals, etc. Some have developed

computer programs to simulate the system and/or to

process the data to identify common requirements

factors. Others simply ignore the data and conduct

business the way they always have, regardless of

the specific requirements for the system.

It is generally true that the synthesis job is

relegated to the means specialists or the people

responsible for developing the means to meet the

requirements. This is understandable since the

requirements for any given class of means will be

scattered throughout many different functions. The

results of the analysis will not be of any significant

use unless they are synthesized and used by the

means specialists. Data per se have no intrinsic

value in system engineering. They must be used

and/or found useful by the recipients of the data.

Considerable attention has been given to the

development of tools to aid in analysis. Surprisingly

little attention has been given to the development of

tools to aid in synthesis. The lack of such tools has

frequently negated the potential utility of analytical

data. The decision makers, or designers, are fre-

quently inundated with unsynthesized data and, in

many cases, ignore the data and base their decisions

on judgment.

Problems of improper synthesis were noted in

this study, both in terms of communicating with JPL

personnel and in terms of attempting to base the

design on a large set of unsynthesized, analytical

data. Properly synthesizing the data provided a

significant improvement in relating design to the

requirements. The function-by-function and function-

by-information requirements matrices are examples

of synthesized data.

One of the major contributing factors to improper

synthesis is the lack of recognition of its importance

or the man-hours required to synthesize data. Fre-

quently, personnel providing the data assume that the

data will communicate the necessary information

without any synthesizing activity. This is frequently

the case when the analysis is conducted by a com-

puter. More often than not, the outputs are a large

stack of computer printouts which requires many

man-hours of interpretation if information is to be

obtained from the printouts.

Proper synthesis is important throughout the

tot_[1 system-design process. In this study, the two

most difficult synthesis tasks occurred before anal-

ysis could be initiated. These documents covered

the entire spectrum of the total system and were

supplemented by discussions with JPL personnel.

There is no concrete set of data that we can point to

as the direct product of this synthesis activity. Yet,

the spacecraft state-change analysis could not have

been completed without first synthesizing the avail-

able data. The difference between synthesized and

unsynthesized data is somewhat on the order of the

amount of information presented by the mean and

variance for a distribution compared to the amount

of information conveyed by hundreds of pages of

numbers without the mean and variance prepared.
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CONCEPTOFTHEREQUIREMENTS-
ORIENTEDDESIGNPYRAMID

A requirements-orienteddesignpyramidis
presentedin figure 5-1. This pyramidrepresents
anorder, or structuring,ofthemajorprocesses
involvedin designor systemengineering.The
pyramidhasanabstractsystemboundonlyby its
requirementsattheapex,andthedetailedrepre-
sentationof boththefunctionalandphysicalmeans
of thesystematthebase. In between,theanalysis,
synthesis,anddesignconceptualizationprocesses
recurat varyinglevelsof detail.

SYSTEM REQUIREMENT!

CONCEPTUALIZATION

ANALY ¢

Figure 5-1. Requirements-oriented design pyramid.

Design conceptualization is the process of

establishing a design concept and represents the

most creative aspect of the total system-engineering

process. Inputs to this process are requirements,

higher-level constraints, and the design concept

established at the next higher level.

The so-called data proliferation results from

the implementation of this design pyramid. The first

level of analysis may result in say ten major func-

tions. Each of the ten functions at the next level of

analysis may be partitioned into ten lower-level

functions, resulting in one hundred functions. If

each of the second-level functions are partitioned

into an average of five lower-level functions, we

have five hundred functions at the third level of

analysis, It is easy to see how the proliferation

takes place.

As a result of this proliferation, it is important

that synthesis also be conducted at varying levels of

detail. Furthermore, the analysis or partitioning at

any given level must be compatible with the design

concept established at the next higher level. Unless

attention is given to maintaining compatibility at

varying levels of detail, the basic power of the sys-

tem-engineering process can be lost, since the

physical system is at the base of the pyramid. If

decisions are made at the base independent of deci-

sions made higher up in the pyramid, the value of

partitioning the system into smaller and smaller

elements and allowing specialists to examine each of

these elements will be lost. The end product will be

strictly a function of the decisions made at the lowest

level of detail.

To maintain this compatibility, it is important

that synthesis be accomplished at manageable levels.

Experience has shown that analysis, or partitioning,

is more effective if it is accomplished at varying

levels of detail. We have learned from experience

and can assume that synthesis will be simpler if we

synthesize at varying levels of detail also. For

example, it is simpler to synthesize ten sets of data

comprised of one thousand common elements each

than to synthesize all ten thousand elements at once.

The design pyramid also indicates that decisions

mad_e closer to the apex of the pyramid will have

greater effect on the final system than decisions

made at the lower level of the pyramid, so long as

the decisions are implemented throughout the pyra-

mid. This implies that means specialists will have

to provide their inputs to the system decision makers

early in the development life cycle if they are to

have any major impact.

It is well to repeat that the design-pyramid con-

cept results in the same basic techniques applied in

an iterative manner at varying levels of detail. The

difficulty in applying the techniques decreases as the

level approaches the base of the pyramid as a result

of the constraints established at higher levels of

design conceptualization. These constraints provide

a structure or framework which limits freedom of

choice, thereby making the system less abstract

and, therefore, easier to handle. This also means

that decisions at higher levels of the pyramid are

extremely important because they tend to constrain

selection of means at lower levels. By the same

token, these higher-level decisions are more difficult

to make because a structure has not yet been estab-

lished.

Cost studies have shown that a significant por-

tion of development costs results from poor or

premature decisions made at higher levels of the
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pyramid. Thesedecisionsresultin modifications
whichrequirea considerableamountofworkto be

redone. It is doubtful that such modifications can

ever be eliminated. However, it should be possible

to reduce the frequency and magnitude of these

changes by more careful analysis at the outset, and

proper design-disclosure formats which show

clearly the relationship between system elements.

THE CONCEPT OF FUNCTIONS

SERVING AS BUILDING BLOCKS

It is fairly well established at this time that

functions serve as the basic building blocks of the

system. The varying levels of partitioning exem-

plified in the design pyramid results from parti-

tioning functions into lower-level functions. Many

of these functions depend upon means decisions

made at the next higher level. Within that decision,

however, the next level of partitioning still is kept

relatively free of additional means. For example,

a decision to use a computer as a means of proces-

sing data will require further partitioning for func-

tions specific to a computer such as data preparation,

inputting data, etc. However, the partitioning is

not based on a priori decisions on how to accom-

plish the functions within a computer.

Means are assigned to the functions both indi-

vidually and as a group. Groups of functions, how-

ever, are usually assigned to means specialists,

depending on the class of functions involved. Many

means specialists, such as those responsible for

personnel subsystems, will receive a diverse

group of functions because personnel are needed in

many different functions. This makes it more

difficult not only to synthesize the requirements,

but also to relate these types of means to overall

system performance.

GROUND RULES

The first set of ground rules are those relevant

to establishing the boundaries of the system. In

many cases these boundaries are preestablished

and do not require definition within the project.

The subsequent sets cover the application of

specific techniques throughout the pyramid.
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ESTABLISHING SYSTEM REQUIREMENTS

Establishing the Boundaries for the Supersystem

Establishing boundaries for the supersystem is

not a simple task. It is difficult to establish clear-

cut guidelines on how to go about defining the bound-

aries for all projects since each project differs in

terms of available information. The following ground

rules were found useful for the current project but

may not be useful to other projects.

Ground Rule 1:

Identify the input and output states. This estab-

lishes the objective, but provides no guidance on how

to go about identifying the states.

Ground Rule 2:

Define the class in which the output state is a

member. The easiest way to identify the output state

is to obtain first a general idea of the object system

and examine its mission objectives. These objec-

tives will provide an indication of the class of states

involved. For example, objectives for scientific

missions are usually expressed in terms of data.

This implies that the output state of the supersystem

belongs in the class of knowledge or information.

The general system diagram in figure 2-1 established

the basic state class as knowledge or information

about planet states.

Ground Rule 3:

Define the class in which the input state is a

member. A hint as to the class of the input state

can be gained by noting the class of the output state.

In the case of the above sample output state, the

information must be about some object. In the case

of scientific space missions, the object is probably

some set of planets on which information is not now

available. This type of information usually will have

to be obtained from mission planners or descriptions

of missions. The diagram in figure 2-1 also estab-

lished the spacecraft as a state class, although the

spacecraft is not specified as an output state class.

This is frequently useful when means constraints for

the supersystem are known. In this study, spacecraft

systems were the specified data collectors and were

to be the object system. Thus, it was useful to

establish the spacecraft as a class. In addition,

specifying the location of the spacecraft also re-

quired location to be treated as a state class. For



example,specifyingEarthasthelocationmeantthat
changeof locationto theplanetshadto beaccom-
plishedwithinthe system.

GroundRule4:

Establish the subclasses of the input state first

and use these subclasses to determine the corre-

sponding output state subclasses. Once the class of

both the input and output states has been defined, it

will be necessary to define all the subclasses rele-

vant to the supersystem. The extent to which the

class should be divided is judgmental in most cases.

Theoretically, one should partition the states to the

lowest level necessary to identify all of the param-

eters essential for properly defining (i. e., quantify-

ing) the states. However, there are many cases

when the objectives have not been sufficiently defined

to allow such a thorough analysis of the states. Such

was the case in the current project, since all the

relevant missions have not yet been defined. Further-

more, many systems development/analysis projects

are initiated under the assumption that the objectives

have already been defined sufficiently. Under these

circumstances, there is usually not sufficient time

to thoroughly analyze the states.

The question is how thorough should be analysis

be if the objectives are not specified in detail. The

level of detail to which the analysis should be carried

depends to a large extent on the nature of the refer-

ence system, its relation to the object system, and

the level to which the reference system is to be

conceptualized. In the current study, the analysis

was only carried to the point where reasonably

acceptable subclasses were identified. The super-

system bounded by these subclasses was greater in

scope than the spacecraft systems envisioned for the

next five to ten years. Further analysis was not

justified since additional classifications would not

help to further define the supersystem, and consider-

able resources would have been required. The clas-

sification of data-collection objectives presented in

table 2-2 represents the subclasses of the planet-

state class input in figure 2-1. These state sub-

classes also define the information-state subclasses

since they are tied to the planet states. Although the

subclasses are fairly general, they were useful for

examining the data states for different categories of

data.

Ground Rule 5:

Assign quantitative values to the state sub -

classes. If sufficient information is not available

to allow such assignments, at least the parameters

should be assigned. The specific value can then be

assigned at a later date. It is important to note that

quantitative values should not be assigned unless

they are acceptable to the customer. By the same

token, the customer should be made aware of the

consequences of not having these values assigned.

The time, quantity, and quality parameters identi-

fied in chapter II represent an implementation of

this ground rule.

Define the Constraints for the Supersystem

Ground Rule 6:

Define limits on means preestablished for the

supersystem as well as the major components for

the supersystem. Essentially, these constraints

should identify the basic systems comprising the

supersystem. The constraints are usually expressed

in mission or planning documents, or, are generally

accepted by the customer organization. In the latter

case, it is important to differentiate true constraints

from assumed constraints which are not necessarily

binding. The only way we know to effectively differ-

errtiate true constraints from assumed ones is to ask

the question "What are the consequences of violating

the constraint?" If the answer is "rejection of the

concept" or "significant delay or increase of cost, "

it is generally safe to accept the constraint. This

is a judgment the analyst has to make and the nature

of constraints makes the judgment a difficult one to

make.

As indicated previously, constraints tend to

simplify the design process since they reduce the

number of alternatives which must be considered.

During the early portion of system design, the num-

ber of alternatives is so large that the analyst can

very easily begin to perseverate. Inadvertently, he

will frequently start to accept constraints without

question, or even start to assume constraints to

help identify avenues of approach. To our know-

ledge, the only real way to prevent this is to con-

stantly query the validity of each constraint, without

necessarily fighting the windmill.
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Theconstraintsdescribedin chapterII indicate
thattheconstraintsfor thecurrentprojectwerenot
extensive.However,thetime constraintsof the
projectrequiredusto assumecertainmeanscon-
straints. Theseassumedconstraintsaredescribed
in theassumptionsectionof ChapterII (inthedis-
cussionof RCSqualitativerequirements}.In addition
to constraints,it wasnecessaryto continuallyde-
limit thescopeoftheRCSto preventunnecessary
overlapwiththeSFOF(anadjacentsystem)and
assureproperscopefor theRCS,sothatexorbitant
timewasnotspentin analyzinganareaquestionable
with respectto whetherit shouldbelongin theRCS.
Mostoftheseareasare currentfunctionsatthe
SFOFandapparentlyareperformingwithconsider-
ablesuccess.

Define the Object, Reference, and Adjacent

Systems and Their Relationships

Ground Rule 7:

Define the states separating the systems, using

the ground rules for establishing the boundaries for

the supersystem. The preceding ground rules will

usually help identify the systems. The effort in this

step should be concentrated on defining the relation-

ships between the systems. At the outset, only the

class of states needs to be defined.-i Later, it may

be necessary to define the subclasses, depending on

the extent to which the reference system is to be

constrained by the adjacent systemS, The states

between the object system and the _'eference system

will be further defined when the object system is

analyzed. Figure 2-3 defines all the major systems

in the supersystem for this study.

Define the Set of Object Systems

Ground Rule 8:

Identify the total set of object systems which

the reference system must support. Both the states

and the relationship between systems should be re-

examined to determine whether any given object

system alters the requirements (output state} or the

relationship between the systems. Where possible,

design characteristics of the object system should

be obtained. These may be in the form of block

schematics and/or performance specifications.

Figure 2-2 represents an application of this ground

rule.

Considerable difficulty was encountered in this

study in attempting to comprise an inclusive list of

candidate objective systems. The systems were

easily identified at the very general level (e. g.,

SURVEYOR, ORBITER, MARINER, etc.}. The

specific configuration was almost impossible to

define since many critical design decisions have not

yet been made for most of the candidate systems.

Thus, it was decided to use a generic spacecraft

system with combinations of capabilities from all

the candidate systems.

Define the Interface Between the Object

and Reference Systems

Ground Rule 9:

Analyze the state changes required of the object

s_,ystem. As indicated previously, the requirement

for the reference system is to help the object system

go through a series of state changes to meet its ob-

jectives. Thus, the specific interfaces between the

two systems can be identified. The interfaces in the

form of states flowing from the reference system to

the object system can then be treated as the require-

ment for the reference system (see the functions

analysim section). The functional-flow logic dia-

grams (FFLDs) of figures 2-5 through 2-12 repre-

sent an application of this ground rule. Tables 2-4

through 2-9 are expansions of the state-change re-

quirements and describe some of the performances

required within the functions of the object system.

Table 2-10 presents a summary version of the

functional requirements of the object system.

Synthesize the Reference System Requirements

This step is primarily one of grouping all the

inputs required by the object system which are to be

provided by the reference system. Techniques for

grouping or synthesizing are discussed in a later

portion of this chapter.

The command/control requirements presented

in tables 2-11 through 2-17 represent one form of

synthesis. This synthesis may appear somewhat

strange in that it represents no reduction of data

from the primary source, i.e., the spacecraft

functional requirements in tables 2-4 through 2-9.

Although desirable, synthesis does not necessarily

result in a lesser quantity of data. The important

factor is information. In this case, much of the
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data in tables 2-4 through 2-9 had to be retained.

However, the differences resulted from synthesizing

requirements information presented at higher levels

of indentures. The differences exist primarily in

columns 4, 5, and 6.

DESIGN CONCEPTUALIZATION

This is probably the most creative aspect of the

total design process. Analysis and synthesis may

be regarded as processes supporting design concep-

tualization. Synthesis, after this process, provides

a way of checking the adequacy of the design as con-

ceived. Analysis and synthesis before the process

(at any given level in the pyramid) provide a way of

partitioning and regrouping the system into manage-

able entities.

Define the Applicable Constraints

Ground Rule i0:

Interrogate the constraints established by the

customer. The most important aspect of this step

is to accept only those constraints which are neces-

sary and justifiable. One source of constraints is

the customer. If the constraint cannot be justified

at the given level of conceptualization, the customer

is frequently willing to relax the constraint.

Constraints can be justified on the basis of

(1) decisions at higher levels in the pyramid,

(2) impact by or on adjacent systems (including

society), and (3) effect on time and/or cost.

If possible, design principles should be devel-

oped for the critical performances in the system.

Assuming that design principles are not available at

the outset, it will be necessary to synthesize avail-

able research data. If the critical performances

are known at the outset, the development of the

principles can be tailored to the need.

Our attempt to develop useful design principles

for this study was unsuccessful. Hopefully, JPL

can learn from this failure. The failure is probably

due to three major factors. First, there was a

scarcity of sound research data which related some-

what directly to the design problems anticipated.

Second, sufficient man-hours were not planned for

this activity. It is very likely that reasonable prin-

ciples could have been developed if sufficient time

had been available to consider more remotely related

research. Finally, the activity was initiated con-

currently with the requirements analysis (due to

schedule constraints) and thus had to be guided by

anticipated problems, not the problems identified

through requirements analysis.

Our failure to develop principles for this study

does not mean that the step should be omitted for

we have had considerable success with this step in

other studies. Therefore, it is anticipated that the

cost effectiveness of the step depends on the validity

of the anticipated problems used to guide the search,

the relevancy of available data, available man-hours,

and the qualifications of available personnel.

Identify Classes of Means and Respective Roles

No specific constraint was established for this

study. However, the limited time and manpower

available for the study required that we assume

certain constraints. The constraints were selected

primarily to focus attention on what appeared to be

the major functions of the RCS. These constraints

are expressed in the form of assumptions.

Identify Relevant Design Principle s

This is not a simple step in a time-constrained

project since design principles are not that plentiful.

Principles should be based on sound research data,

and many of the data currently available are not

sufficiently basic to allow inferences to new situa-

tions. Many are restricted to the type of equipment

conceived by the experimenter.

This step applies only at higher levels in the

pyramid. It should be conducted very carefully

since it can overly constrain subsequent design

activities if a design concept is established pre-

maturely. Theoretically, it should be possible to

identify the relevant classes of means if the require-

ments have been clearly delineated during the

previous activities and there are sufficient data on

available means. In real life, the requirements

are defihitized in a series of iterative steps, and

it is almost impossible to keep track of all available

means.

The schedule and cost constraints for most

systems require that a significant portion of the

system be comprised of ne_.w combinations of existing

means. The need for advancement is frequently
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identified at more specific levels of design.

Furthermore, new components are frequently

developed at the more specific levels of design.

The type of creativity required at the higher

level in the pyramid indicates that the classes of

means identified should be those which can be

combined to form the system means. All feasible

candidates should be identified, along with the char-

acteristics of the class. Each class can then be

assigned basic roles in the system for which it is

best suited, e.g., detection, primary monitoring,

decision making, and calculations. Each class

should also be described in terms of factors to which

it is sensitive, e.g., environmental conditions, load

per unit of time, etc. These factors can then be

considered in subsequent analyses. Tables 3-1

through 3-7 represent an application of this ground

rule.

F UNCTIONS ANALYSIS

Functions analysis, as viewed by Serendipity

Associates, is considerably different from the com-

monly accepted concept of functions analysis. This

is not to imply that our approach is better; however,

we have found our approach to be more effective in

the types of system with which we have been con-

cerned. The effectiveness of this approach can be

lost, however, if the key concepts are violated.

The key concepts of the functions analysis ap-

proach are the concepts of state change and analysis.

These concepts were described earlier and will not

be repeated here. It is important to remember that

a function is identified as a result of identifying two

adjacent states. The output state is the requirement

and the input state is the prerequisite. The perfor-

mance required of the function is to change the input

state to the output state. Most important, it is not

enough merely to show the linkages between the

functions. In fact, attempting to show just the link-

ages frequently results in the analysis being means-

(functional) oriented, since this can result in the

functions being accepted without question.

In the normally accepted functions-analysis

approach, the analysis technique is a diagrammatic

one. Functions are identified as blocks with assigned

nomenclature. The relationships are shown by lines

between blocks. This means that the functions are

accepted from the outset and are arranged on the

diagram. Logic diagrams are now being used to

indicate more clearly the complex relationship

between functions.

The diagramming technique and logic symbols

are used in applying the state-change concept. How-

ever, the two approaches differ considerably. Func-

tions are not accepted per se in the state-change

concept even in those cases where an extant system

is partitioned. Means will be accepted in the case of

an extant system, but the functions delineated by

applying the state-change concept frequently differ

from the functions used in the usual approach.

The technique differs somewhat, depending on

whether the system under analysis is extant or a

new one under development. Thus, two descriptions

are provided: one for the object system and one for

the reference system.

Functions Analysis of an Object System

i. Level of Analysis

Ground Rule 11:

Take the analysis to the level where the various

types of interfaces with the reference system can be

clearly identified. It is difficult to preestablish

specifically the level to which the analysis of the

object system should be taken. This is an omni-

level rule but it can be used to develop specific

rules for a given project. Generally, the level will

be dictated by the available time. In the current

project, the criteria used were (1) the level com-

mensurate with information available on systems

subsequent to SURVEYOR, (2) the level where the

relationship between the support functions and data-

collection functions was established, and (3) the

level where the data-collection functions were exam-

ined for each relevant data subclass. Subsequent

analyses indicated that meeting the third criterion

did not contribute as much to defining the RCS re-

quirements as we had originally anticipated. How-

ever, the analysis provided a reason for examining

various classes of data-collection mechanisms

which was quite fruitful for defining the support

requirements in greater detail.
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2. Diagramming

Functional-flow-logic diagrams should be devel-

oped at increasing levels of specificity. Between

each level, however, ground rules (design concept)

should be established to structure the next lower

level. Each level of diagram establishes a level of

partitioning.

a. Supersystem boundaries

It is not necessary for the supersystem

boundaries to be presented in diagram form.

However, the class of states and the major

subclasses must be defined. Frequently,

this will require utilization of other tech-

niques more adaptable to identifying general

classes of states, e.g., matrix of planet

states by data types. Figure 2-1 and table

2-2 were used in this study.

b. Supersystem components

In the current project, the supersystem

components and their basic relationships

were established as constraints. Further-

more, they appear to be justifiable con-

straints. Thus, developing this diagram

was simply a matter of properly arranging

the components and defining the states

linking the components. Only the class of

states (e. g., command, scientific data)

need to be identified since the primary

purpose of the diagram is to see whether

adjacent systems need to be analyzed

(see figure 2-2).

c. Object system boundaries--Top level

This diagram should represent an

expansion of the state expressions of the

object system portion of the supersystem

components diagram. This will not be a

simple task. The diagram per se will not

be useful in expanding the state expressions.

It will serve simply as a means of docu-

menting the results and providing the

boundaries for the next level of analysis.

It is important that the input state of

the object system be clearly established

since this state will be used in the first

step of delineating intermediate state

changes, i. e., identifying functions.

The top-level diagram for the object

system was omitted in this study since (1)the

supersystern diagra_l identifying the compo-

nents (figure 2-2) served to bound the object

system sufficiently, and (2) only one function

of the object system was selected for further

analysis.

d° Identify functions

It is important to remember that the

functions are to be identified by defining

intermediate changes of state. Thus, the

ground rules are designed to facilitate the

identification of intermediate states.

Ground Rule 12:

Do not assign a nomenclature to any function

identified in the process until all necessary interme-

diate states have been identified. This rule is de-

signed to overcome a general tendency to assign

preconceived functions first and then assign states

generally associated with that function. There is

also a tendency to express the state in terms of

"function completed, " e.g., the function may be

identified as "calibrate" and the state identified as

"callbrate completed. " This approach results basic-

ally in a configuration of preconceived functions.

Ground Rule 13:

Express the state in the present tense. This rule

is also one to help prevent the analyst from falling

into the trap of accepting preconceived functions

without question.

Ground Rule 14:

Determine whether the process of reaching the

output state can be initiated and completed with the

given input state. The process required to provide

the output state may be regarded as the lead function.

The nature of the lead function is generally determined

by a class in which the output state is a member,

e.g., data. Frequently this will require the analyst

to make some assumptions about the basic design of

the object system. For example, in the current

project it was assumed that the sensors would be in

a stowed state at touchdown and that all data could

not be collected with the sensors in that state. It was

also assumed that some sensors would require a con-

trolled environment, would have to change position

and location states to acquire the necessary samples,
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and would require different telemetry modes depend-

ing on the signal characteristics. The input state

subclasses shown on figure 2-5 were based on these

assumptions. In other words, certain assumptions

were made about the object to identify subclasses of

states which would have to change within the system.

Change of state for any subclass would then serve to

bound object system functions of specific concern to

the reference system.

Ground Rule 15:

If the process cannot be initiated with the spec-

ified input state t take each subclass of the input state

and identify the specific state required to initiate the

process. If the input state for the lead function dif-

fers from the input state to the system, place a block

between the two states. If the two input states are

the same, omit the block and draw a line from the

system input state and the lead-function input state.

The position, location, and environment control

functions as well as the first transfer-information

function in figure 2-5 were not identified when this

rule was applied since the input state was sufficient

to initiate the data-collection function. These func-

tions were identified when ground rule 17 was applied.

Ground Rule 16:

Determine if a major state change in series

(multiplicative) is required within the lead functions.

"Major" may be defined as a change in one or more

of the parameters relevant to all input state sub-

classes. Implementing this ground rule requires

considerable judgment on the part of the analyst.

Only two functions were identified in applying this

ground rule to function 1.3. One major change of

state was to change the location of data from the

spacecraft to the RCS (or SFOF). The second change

of state of concern was to change from planet states

to data states.

Ground Rule 17:

Identify feasible NOT (adverse) states 1 based

on the known characteristics of the classes of means

assigned to the lead function and the output states

required. The NOT states can be identified by first

examining the outputs to determine whether there

1
In this definition NOT or adverse states consist of

both desired but not yet performed states, and con-
tingencies or undesired states.

are general classes of states which would prevent

the specified output states. All the states leading

from the data-collection function to the support

functions in figure 2-5 were identified by applying

this ground rule. Functions identified in this man-

ner should be queried further to determine whether

additional inputs are required. If so, the basic

input state should be examined to determine whether

they are sufficient. If not, additional functions

should be identified by applying ground rules 15 and

16.

Ground Rule 18:

Inputs required to initiate the function should be

assigned 1, and inputs required to complete the func-

tion should be assigned 2. If some of the states are

required to initiate the function, while others are

required to complete the function, the states should

be numbered.

3. Documentation

The diagrams serve as one form of documenta-

tion (see FFLDs in figures 2-5 through 2-12). It is

frequently useful to describe each function separate-

ly (see tables 2-4 through 2-9). If such a description

is to be provided, it should be oriented towards the

performances required within the function, factors

affecting such performance, and more specific

description of the physical means. The purpose of

such documentation is either to guide the analysis at

the next lower level or the analysis of the reference

system.

Functions Analysis of the Reference System

1. Level of Analysis

Ground Rule 19:

Partition the reference system to the level nec-

essary to clearly identify physical means to imple-

ment each function. The term "clearly" can be

defined operationally as (1) specifying existing means

(or combinations of existing means), or (2) specifying

that existing means will not meet the requirements

and the required performances are expressed in

quantitative terms.

The preceding ground rule indicates that a deci-

sion to stop the analysis process can be made only

after the subsequent design conceptualization process

5-14



has been attempted. If sufficient information is not

available to arrive at a means decision, the analysis

will have to be carried to a more specific level. This

•usually means that some functions will have to be

analyzed to greater depths than others. Generally,

proper partitioning at the higher levels will enable

the detailed partitioning to be limited to a small

number of functions.

It should be noted that each level of analysis will

be conducted within the confines established by the

means decisions made at the next higher level of

design conceptualization. Thus, if a decision is

made to allocate all computation processes to a

computer, the analysis will be limited to those fac-

tors relevant to computer programming and/or de-

sign. The analysis will be stopped if the specific

computer to be used can be identified and sufficient

information is available to allow identification of the

type of program to use. Additional (and more spe-

cific) information will undoubtedly be required to

develop a program. Functions analysis will not

include the process required to develop the specific

information for programming since this is specific

to a given means and is considered to be part of

detailed design.

Although two levels of analysis of the RCS were

conducted for this study, they should be treated as

only one level since no means decision was made in

the interim. The analysis was conducted at two

levels solely to allow more detailed analysis for

some of the functions. This frequently occurs in a

time-constrained situation. In fact, this is probably

a cost-effective approach since the level of analysis

is adjusted to the need for analytical data. The next

level of analysis will begin only after the initial

physical design concept has been accepted.

2. Diagramming

Development of functional-flow logic diagrams

for the reference system will be similar to the pro-

cess described for the object system. However,

there are certain critical differences of which the

analyst should be aware. The ground rules will be

oriented primarily toward the areas in which differ-

ences exist.

The first three steps indicated for the object

system (identifying supersystem boundaries, super-

system components, and object system boundaries)

need not be repeated for the reference system. It

may be necessary, however, to redefine the bound-

aries for the reference system. Normally this will

not be necessary since the boundaries will be estab-

lished when the boundaries for the object system are

established.

In many cases it will be necessary to regroup

the state definitions which describe the linkage

between the object and reference systems. This is

part of the synthesizing task and will not be discussed

here. Assuming an adequate synthesis of the refer-

ence-system requirements, the diagramming can

then be started on each set of reference system

output states.

a. Identify functions

This step will be initiated only after a

justifiable design concept has been estab-

lished.

All the ground rules for the object sys-

tem also apply to the functions analysis of

the reference system, except rule number

17. This rule requires identification of the

NOT states by considering known character-

istics of classes of means. This is not

feasible when a nonexisting system is under

analysis since the classes of means have

not been assigned yet.

This ground rule (when used for the

reference system) should be changed to

read: Identify feasible NOT states based on

the reverse of each subset of the required

state and whether additional inputs are re-

cluired to change the NOT state to the re-

quired state. Additional inputs are those

required other than the input state(s) of the

function within which the NOT state arises.

A potential NOT state which does not require

an additional input state should not be con-

sidered as a NOT state since it should be

"handled" within the function.

b. Synthesis

As indicated in the definitions provided

earlier in this chapter, synthesis is the

process of combining performance entities

within a system to form a set. This can be

accomplished in either a static or a dynamic



manner. A dynamic synthesis is a process

wherein the interactions between the func-

tions and resources (means) are taken into

account. A static synthesis is one where

the system is treated in somewhat of a

single-thread manner; i.e., interactions

between functions are not considered. In

both cases, the objective is to provide a

total picture, in quantitative terms, such

as measures of system effectiveness.

Naturally, the dynamic synthesis is a more

phenomenally equivalent representation of

the real system and should permit better

insight into the RCS.

The reasons for providing the total

picture are to (1) check the means deci-

sions made to date and (2) allow the design-

er to develop or create a means concept.

Static synthesis techniques facilitate the

latter, whereas the dynamic synthesis

techniques facilitate the former.

Stati______c:--The system is usually a com-

plex entity and no one view will necessarily

give the total picture. The goal for static

synthesis should be to provide as large a

grouping of system elements as possible.

Since the system is comprised of a hierar-

chy of both functional and physical means,

some hierarchy of synthesis will probably

be required. It is not necessary to use only

one synthesis form. However, using many

different synthesis forms will force the

synthesis of the different forms in order

to obtain an integrated picture.

The results of synthesis should provide

a ready identification of both common and

unique factors in the system. Generally,

matrices and charts have been quite useful

for arranging the relevant data so that

common and unique factors can be readily

identified. In most cases, the most appli-

cable form can be discussed only after the

analyst tries viewing the system from many

different directions. His biggest problem

will be in trying to identify the factors for

which commonality or uniqueness should

be sought.

Ground Rule 20:

Identify the factors which are anticipated to

affect performance of means decisions. These

factors should then be used as the basis for at

least one form of synthesis.

Once the functions analysis is initiated, the

most singularly useful static synthesis is to sum-

marize all the results of the lower-level analysis

at some higher level of function and there to seek

commonalities between functions. This is in reverse

order to the partitioning and should provide an easy

way of relating between functions. This approach

will allow both the requirements and the functional

means to be viewed together. The items synthesized

in this manner should include, but not be limited to,

lower-level functions, factors affecting performance,

system-/function-effectiveness criteria, and rele-

vant characteristics of the input conditions.

In the current project, a great deal of the static

synthesis was accomplished by examining and reex-

amining the analysis data. Additional documentation

was not required in most cases, since only a small

number of individuals was involved in the synthesis.

Part of the synthesis was accomplished by testing

concepts against the requirements indicated in the

form of FFLDs and function tables. This facilitated

the synthesis as each means concept was applied to

a large number of functions to see if the concept

was generally valid.

The basic products of synthesis in this project

are the command/control requirements presented

in tables 2-4 through 2-9, the RCS function descrip-

tions presented subsequent to the RCS function

tables, and the various matrices presented in chap-

ter III. Each synthesis product served to initiate

the next step in the development process. The com-

mand/control requirements signaled the completion

of analysis of the object system and initiated analy-

sis of the reference system. The RCS function

descriptions signaled the completion of RCS analysis

and start of design conceptualization. The matrices

in chapter III were developed because the RCS func-

tion descriptions did not provide adequate informa-

tion. In other words, more relevant information

had to be synthesized from the existing analytical

data.
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Dynamic : --A dynamic synthesis of most

systems generally requires a model of some s

sort. This is a complex process and cannot be

adequately covered in this report. Only a sum-

mary description is presented here. The tech-

nique is primarily one of representingthe system

functionally in a computer and allowing the com-

puter to simulate the functions in somewhat the

same time relationship as they would occur in

the real system. This allows the analyst to try

out various changes within the system to deter-

mine the effect on system effectiveness before

committing the change to design, It is obvious

that this type of synthesis requires that the

functions of the system be defined at a particular

level. Static synthesis will be required prior to

and after dynamic synthesis.

It has been recognized in recent years that

there is a need to determine the relationship

between elements of the system and the system

objectives. This recognition has resulted in

the acceptance of the system-effectiveness

concept. System effectiveness is a measure of

the extent to which system objectives are (or

are predicted to be) met. There are many

factors which determine the extent to which

the objectives can be met. Moreover, these

factors tend to interact and the relationships

are seldom linear. This is especially true

when resources are shared by many functions

and environmental factors have differential

factors on different functions.

It is generally agreed that a simulation

model is required to obtain some resemblance

of precision in measuring system effectiveness

for a complex system. All are not agreed on

the nature of the simulation model. We have

generally found that a model simulating system

functions is quite representative of actual sys-

tem performance. Furthermore, such a model

provides highly useful results to the designers

since it allows the designer to determine rela-

tionships for the specific function or design

group with which he is concerned. It also forces

his attention on other system variables which

interact with the function(s) of concern to him.

The model must be phenomenally equivalent 2

to the real system. In orderto achieve adequate

equivalence, it is necessary to identify all fac-

tors which affect performance and the manner in

which the factors affect the performance. This

is the same information the designer should

normally consider in developing design concepts.

However, we have frequently found that in at-

tempting to express the relationship logically or

mathematically, it forces more attention to these

factors than is normally given, especially with

respect to the manner in which relevant perfor-

mances are or could be affected. Thus, the

modeling process itself frequently provides a

form of synthesis.

The model provides a systematic means of

trying different design or operational concepts

at varying levels of detail. Concepts can be

evaluated on the basis of the extent to which they

differ in contributing to system performance. By

using proper experimental design techniques, the

model provides a relatively inexpensive way for

determining the extent to which one portion of

the system contributes to the total system per-

formanee.

Certain types of models will allow man to

"perform" along with the model, with the model

simulating all non-man functions and responding

to man's behavior.

Tools--such as the model--for providing

quantitative measures of relationships and sys-

tem effectiveness are useful not only to aid in

the development of design concepts, but also to

assess the adequacy of the concepts. The origi-

nal plan for this study was to use the model to

assess the concept. However, recent experiences

in this and other studies indicate that a more

useful approach is to use the model to help estab-

lish quantitative requirements and relationships

prior to developing a conceptual design. Subse-

quently the model can be used to test the concept.

2
i.e., it must possess characteristics equivalent

to the system being studied.



Withoutthequantitativerequirements,the
designeris forcedto rely on judgments.Fre-
quently,the judgmentsresult in meanscon-
straintswhicharedifficult to changelateron.

Moreimportant,thedesignerhasnoreference
wherebyto judgetherelativemerits of different
designapproaches.
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